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 الإْــــــــــــــــــــذاء

إنٗ يٍ كاٌ نٙ سُذاً ٔعَٕاً عُذ انشذائذ طٕال 

 عًز٘، إنٗ انزجم الأتزس فٙ حٛاتٙ

 أتٙ انعشٚـش

ٔانصذر انحاَٙإنٗ انقهة انًعطاء   

 أيٙ انحثٛثة

 إنٗ يٍ شذ الله تٓى عضذ٘ فكإَا خٛز يعٍٛ

 أخٕاتٙ

 نٕلا ْذا لأفعم كُت يا ٔايتُاَا ٔشكزا حثا الله انحًذ

ٔانختاو انثذء عهٗ الله فانحًذ الله فضم  

ُْىْ َٔآخِزُ: } تعانٗ قٕنّ َٕا ٌِ دَعْ ًْذُ أَ ِّ انْحَ  رَبِّ نِهَّ

ٍَ ًِٛ {. انْعَانَ  

 نى انتٙ انثحث ْذا يشزفةَذٖ يحًذ عثاص . د ٔانٗ

.نٙ انعٌٕ ٚذ يذ فٙ تتٕاَٗ  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

نى تكٍ ْذِ انٕرقة ٔانثحث انذ٘ ٔراءْا 

يًكُاً نٕلا انذعى الاستثُائٙ يٍ 

نقذ كاٌ حًاسّ ٔيعزفتّ … يشزفٙ

ٔاْتًايّ انشذٚذ تانتفاصٛم يصذر إنٓاو 

انصحٛح يٍ أٔل  ٔأتقٗ عًهٙ عهٗ انًسار

تذاٚة حقٛقٛة نٓذا انثحث ٔصٕلًا إنٗ قائًة 

 انًزاجع.
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Abstract 

 

In the growing age of advanced technology, the importance of the subject 

reliability  has been felt in almost all manufacturing, engineering and 

management sectors as a  quantitative measure of the adequate functioning of 

the systems. In fact, the performance of  systems depends on the types of 

components used, their quantities and the structure in which  they are arranged. 

In this work, reliability and mean time to  failure (MTTF) of  some series and 

parallel systems have been analyzed by considering arbitrary  values of the 

parameters related to the number of components, operating time and failure rate  

of the component . 

 

 

 

 

 

 

 

 

 

 

 



II 

Introduction 

Reliability engineers often need to work with systems having  elements 

connected in parallel or series, and to calculate their reliability. 

Many physical and non-physical systems (e.g. bridges, car engines, air-

conditioning systems, biological and ecological systems, chains of command in 

civilian or military  organizations, quality control systems in manufacturing 

plants, etc.) may be viewed as   assemblies of many interacting elements. The 

elements are often arranged in mechanical  or logical series or parallel 

configurations. 

This works consists of two chapters , In chapter one The fundamental 

probability concepts have been studied, like the probability, mutually exclusive 

events, conditional probability, probability density function p.d.f., Cumulative 

distribution function c.d.f.    

 In chapter two study the basic reliability like the failure rate, hazard rate and 

Mean Time to Failure (MTTF). These concepts are studied to get clear idea on 

how to calculate the reliability of systems. Then study the simple reliability 

system as series and parallel system 



 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Chapter one 

Introduction and Basic 

Concepts  
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1. Basic Concept of probability distribution 

1.1 Introduction  [1] 

Probability is used to quantify the likelihood, or chance, that an outcome of a 

random experiment will occur. The likelihood of an outcome is quantified by 

assign a number from the interval [0,1] to the outcome (or a percentage from 0 

to 100).Higher numbers indicate that the outcome is more likely than lower 

numbers. A zero indicates an outcome will not occur. A probability of one 

indicates that an outcome will occur with certainty. 

Now, whenever a sample space consists of N possible outcomes that are equally 

likely, the probability of each outcome  is 
 

 
 , while the probability of an event 

    is  

 ( )  
                       

                                             
 

This probability is denoted by  ( )  
  ( )

  ( ) 
. 

If the outcomes are not equally likely, then the probability of an event A, 

denoted as  ( ) , equals the sum of the probabilities of the outcome in A.  

Definition 1.2 [9] : Let    be a function  that assigns a nonnegative real number 

to each event   of a sample space   i.e.      ,   - We call      a probability 

if ,  

Axiom 1: Non-negative 

                                  ( )    

Axiom 2:    Total one 

                              ( )    and     ( )    
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Axiom 3: :     ( 
 )      ( )   , here    represent to complement of   

Axiom 4: For any pair of event          ,we have:   

                            (      )    (  )   (  )    (     )  

A probability distribution is a description of how likely a random variable or set 

of random variable is to take on each of its possible states. It is described by  

 A probability mass function (p.m.f.)in the case of discrete variables. 

 A probability density function (p.d.f.)in the case of continuous 

variables 

Definition 1.3 [8] : Two events    and    are mutually exclusive or disjoint if 

        that is, if A and    have no elements in common. 

So , for any two disjoint    and    we have ; 

                                 (      )    (  )   (                         

 

Definition1.4[1]: The probability of an event    under the knowledge that the 

outcome will be in event    is denoted as P(  \  ), and this is called the 

conditional probability of    given    . So, P(  \  ) is given by 

              (     )  
  (     )

  (  )
       (  )                   

In case The two event    and    are equally likely outcomes then 

  (     )  
 (     )

 (  )
 

The conditional probability of    given    equals to zero if two events are 

mutually exclusive. 
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Definition1.5 [1] :Two event    and    are independent if any one of the 

following equivalent statements is true: 

1)   (     )    (  ) 

2)   (     )    (  ) 

3)   (     )    (  )  (  ). 

Example:  (1)[9] 

Circuit contained two functional device connected in series. The probability that 

each device functions is shown on the graph. Assume that devices fail 

independently. 

 

 

Then the probability that the circuit operates is 

 (      )   (   )   ( ) ( )  (   )(   )        

Example: (2)[9] 

Circuit connected two functional devices connected in parallel. The probability 

that each device functions is shown on the graph and assume that devices fail 

independently. 

 

 

 

 

 

Then the probability that the circuit operates is: 
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 (     )   (   )     (   )  

                                                                         (     ) 

                                                                         (  )  (  ) 

                                                                        (   ( ) (   ( )) 

                                                                        (      ) (      ) 

                                                                        (    )(    ) 

                                                                            

 

Definition 1.6.[8]: The set of ordered pairs (   ( )) is a probability function, 

probability mass function (p.m.f)  probability distributes of the discrete 

random variable X , if for each possible outcome x, 

1)  ( )    

2) ∑  ( )     

3)   (   )   ( ).                                                           

The cumulative distribution function (cdf) F(x) of discrete random variable X 

probability distribution   ( ) is , 

  ( )    (   )  ∑  ( )              .           

Definition 1.7.[1]: For a continuous random variable X a probability density 

function (pdf)   is a function such that  : 

1.  ( )    

2. ∫  ( )
 

  
      

3.   (     )  ∫  ( )
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The cumulative distribute function of a continuous random variable X is 

             ( )    (   )  ∫  ( )
 

  
                         

And    (     )   ( )   ( )    

From ( 2.35) and (2.36) a relationship can be deduced between pdf and cdf as 

follows:    ( )  
  ( )

  
  if the derivative exists . 

Definition 1.8.[1]: The expectation or expected value of a function  ( ) with 

respect to a probability distribution  ( ) is the average of  ( ) for    ( ) .  

For discrete variables this can be computed with a summation   

                      , ( )-  ∑  ( )  ( )                                       

For continuous variable , it is computed with an integral :  

                      , ( )-  ∫  ( ) ( )
 

  
                                  

Observation 1.9.[8] : 

1-  An important special case is the one where  ( )    , in which case we 

obtain the expectation of random variable X .  

 For discrete variable we have :      , -  ∑  ( )          

 For continuous variable we obtain:      , -  ∫  ( )  
 

  
   .      

2- Properties of  Expectations  

1)  Expectations are linear  : 

          ,  ( )    ( )-    , ( )-    , ( )-          

2)  ,  ( )   -     , ( )-     
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Chapter two 

Reliability of Series and 

Parallel Systems 
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2.1 Reliability  

. 

Definition 2.1.1.[2]: A component is a chunk of equipment of system, 

that it is evaluated as a separated existence, that’s mean the reliability of 

any component does not effect by another one .  

Definition 2.1.2.[4]: A system is a configuration of components that react 

with each other, foreign components of another systems, and operators to 

implement of any intentional function 

Definition 2.1.3.[3] The reliability of a component (or a system) is 

understood as its capability to function without breakdown for a specified 

period of time t under a given set of operating conditions.  

In other words, reliability is the probability that a component does not fail 

during the interval (0, t).Let a component be put into operation at some 

specified time t=0. Let T be its life length (i.e. the time until it fails). Then 

T is a continuous random variable with some probability density function 

f(t). Therefore the reliability or reliability function of the component at 

time t denoted by R(t) is defined as: 

 ( )   (   )     (   ) 

                                                            ( )             

 

    Therefore, we can write the reliability function in terms of pdf as 

follows: 

                         ( )    ∫  ( )    
 

 
 ∫  ( )    
 

 
      )       
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 Conversely, we can write the pdf in terms of R(t) as follows: 

                        ( )   
 ( ( ))

  
                                          

                                

 Where F (t) =  (   )  ∫  ( )    
 

 
 is the failure distribution 

function or Failure Function. 

The reliability R(t) at time t , has the following properties: 

1-  ( )  ,   - 

2- Since  ( )     ( )       therefore 

 ( )         ( )                         ( )     

3- R(t) is a decreasing function of time t. 

The probability of failure of a given system in a particular time interval 

[     - can be written in terms of the reliability function as: 

∫  ( )      

  

  

∫  ( )      

 

  

 ∫  ( )      

 

  

 

  (  )   (  ) 

Using the exponential distribution, the pdf can be written in the form: 

                              ( )                                                

here   is a parameter of the exponential distribution. 

Therefore, the reliability function of the exponential distribution can be 

derived as follows: 

                             ( )    ∫         
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So, the reliability function becomes as follows: 

                            ( )                                              

here   is a failure rate. 

Definition 2.1.4.[3]:The expected life or (expectation concept of 

probability theory), that is the expected time during which a component 

will survive and perform successfully, can be expressed as : 

 ( )  ∫    ( )   

 

 

 

                                                           ∫  
   ( )

  
   

 

 
 

                                                              ( )  
  ∫  ( )   

 

 
 

Since  (   )          (   )    , therefore the expected life can 

be expressed as:  ( )  ∫  ( )   
 

 
  , when there is a constant failure 

rate,  

                        ( )  ∫         
 

 

 

 
.                           

If the system is simply replaced by a good system (i.e no maintenance 

required or non-repairable), the E(T) useful life is also defined as the mean 

time to failure which is denoted by (MTTF) and represented by       

 ( )  
 

 
 

In general,  ( )       ∫    ( )    
 

 
 

                                            ∫  ( )    
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2.2  Simple reliability systems  

Definition 2.2.1[6,7]: A Reliability Block Diagram is often used to 

depict the relationship between the functioning of a system and the 

functioning of its components. In a reliability block diagram ,a rectangle or 

a circle is often used to represent a component. A reliability block diagram 

does not necessarily represent how the components are physically 

connected in the system. It only indicates how the functioning of the 

components will ensure the functioning of the system. That is why a 

reliability block diagram represents the logic relationship between the 

functioning of the system and the functioning of its components . 

Reliability block diagram have been used to represent series structures, 

parallel structures, series-parallel structures, and parallel- series structures. 

The diagrams of these structures will be given when they are introduced. 

However, not all systems can be represented by reliability block diagram. 

For example, the k-out-f-m system cannot be represented by a reliability 

block diagram without duplicating components. In discussions of system 

structures, we often use "n" to indicate the number of components in the 

system and each components is given a unique label from set {1,2,…,n}. 

The set of components in a system is denoted by C. 
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2.2.2 Reliability of Series Systems of “n” Identical and                    

Independent Components [4,5] 

In series system  all components must be connected serially in order to 

make the system to perform flawlessly. Series system fails if any one of its 

component fails. Therefore, any weak (unreliable) component leads to the 

complete breakdown of the whole system[12,45,58,72] . The block 

diagram of series system is given below in figure 2.3 

 

 

 

 

Suppose a system consists of total "n" components connected in series 

model. Further suppose that the ith component failure time follows the 

p.d.f   (    )           . The distribution of the entire system is 

defined by  ( )   (   ) where T denotes the failure time of the 

system with      (             ) (i.e) the lifetime of a series system 

is equal to the smallest lifetime among the lifetimes of all components, 

where    represents the failure time of the ith component. Then the cdf 

corresponding to the system lifetime is : 

  ( )   ,   -   ,   (             )   - 

    ,   (             )   - 

    ,                  - 

C1 
IN 

C2 C3 C4 Cn 
Out 

Figure 1: Block diagram for components in series 
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   ∏(   ,    -)

 

   

 

   ∏(     ( ))

 

   

 

on assuming the series system with" n"  i.i.d. components, then 

  ( )    *   (   )+
  

 

 

Similarly the system reliability  

  

  ( )   ,    -   ,   (             )   - 

  ,                  - 

 ∏ ,    -  

 

   

∏  ( )

 

   

 

 

on assuming the series system with "n"  i.i.d. components then we have  

                                      ( )  * ( )+
                                

  Example: [4]  

Let a computer system be composed of five identical terminals in 

series. Let the required system reliability, for unit mission time (T = 1) be 

R(1) = 0.999. 
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We will now calculate each component’s reliability, unreliability, and 

failure rate values. From the data and formulas just given, each terminal 

reliability Ri(T) can be obtained by inverting the system reliability R(T) 

equation for unit mission time (T = 1):. 

  

 

 

 

 

Component unreliability is : Ui(1) = 1 - Ri(1) = 1 - 0.9998 = 0.0002. 

Component FR is obtained by solving for λ in the equation for component 

reliability: 

 

 

 

Now, assume, that component reliability for mission time T = 1 is given: 

Ri(1) = 0.999. Now, we are asked to obtain total system reliability, 

unreliability, and FR, for the (computer) system and mission time T = 10 

hours. First, for unit time: 

 

 

Hence, system FR is: 
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If we require system reliability for mission time T = 10 hours, R(10), and 

the unit time reliability is R(1) = 0.995, we can use either the 10th power 

or the FR λs: 

 

R(10) = e-10λs = (e-λs )10 = [R(1)] 10 = (0.995)10 

= e-10λs = (e-10x0.00501) = e-0.05 = 0.9512 

 

If mission time T is arbitrary, then R(T) is called “Survival Function” (of 

T). R(T) can then be used to find mission time “T” that accomplishes a 

pre-specified reliability. Assume that R(T) = 0.98 is required and we need 

to find out maximum time T: 

 

 

Hence, a Mission Time of T = 4.03 hours (or less) meets the requirement 

of reliability 0.98 (or more). Let’s now assume that a new system, a ship, 

will be propelled by five identical engines. The system must meet a 

reliability requirement R(T) = 0.9048 for a mission time T = 10. We need 

to allocate 

reliability by 

engine 

(component reliability), for the required  
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mission time T. We invert the formula for system reliability R(10), 

expressed as a function of component reliability. Then, we solve for 

component reliability Ri(10): 

We now calculate system FR (λs) and MTTF (μ) for the fiveengine 

system. These are obtained for mission time T = 10 hours and required 

system reliability R(10) = 0.9048: 

 

 

 

 

FR and MTTF values, equivalently, can be obtained using FR per 

component, yielding the same results: 
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Finally, assume that the required ship FR λs = 5 × λ = 0.010005 is given. 

We now need component reliability, Unreliability and FR, by unit mission 

time (T = 1): 
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2.2.3. Reliability of Parallel Systems:[2,3] 

A system is referred to as parallel system if its components are connected 

in such logic that system fails when all components have failed . Thus only 

one of the components is enough to operate the system satisfactorily, the 

block diagram is given in figure 2.4. 

  

 

 

 

 

 

Figure 2: Block diagram for components in Parallel 

Suppose, a parallel system consists of total "n" components and failure 

time of the ith component follows the pdf  (    )               The 

distribution of the entire system is defined by  ( )   ,   -, where T 

denotes the failure time of the system with      (          )  while 

   represents the failure time of the ith component. Then the C.D.F. 

corresponding to the system lifetime is, 

  ( )   ,    -   ,   (          )   - 

  ,                  - 

 ∏   ( )

 

   

 

On assuming the system with "n" i.i.d. components then, 

C1 

CN 

C1 

IN OUT 

. 

. 

. 
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  ( )  *  ( )+
  

Similarly, the system reliability  

  ( )   ,    -   ,   (          )   - 

    ,   (          )   - 

    ,                  - 

   ∏ ,    -

 

   

 

   ∏(    ( ))

 

   

 

On assuming the system with "n" i.i.d. components then we have 

                       ( )    *   ( )+
                         

 Example: [2] 

 Let a parallel system be composed of n = 2 identical components, each 

with FR λ = 0.01 and mission time T = 10 hours, only one of which is 

needed for system success. Then, total system reliability, by both 

calculations, is: 
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The failure (hazard) rate for the two-component parallel system is now a 

function of T: 

 

  

 

 

 

 

 This system hazard rate λs(T) can be calculated as a function of 

 any mission time T . 
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