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The random graph has been studied in this research. Several
'mp!es are built based on the definition of a random graph with

) c_/
/ First one which is G (N,L) that is connected through using random
/ “placed edege.

&
& Second one that is G(N,P) has been connected with a probability p.

The connectivity of the random graph is studied as well, some
examples are discussed. On the other hand, the random subgraphs are
presented.




"/ /introduction

(c:// . In mathematics, a random graph is a mathematical model that represents a

&-‘ ction of nodes or vertices connected by edges according to a random
- ',p : The concept of random graphs was first introduced by mathematician
m Paul Erd6s and mathematician Alfréd Rényi in the 1960s as a way to study the
v propertles of large, complex networks.

\\(

In a random graph model, the graph's structure is not predetermined but is
B -generated probabilistically. The model typically involves specifying a set of
parameters that determine the probability of each possible edge existing
between any pair of vertices. The resulting graph is then constructed by
randomly selecting edges based on these probabilities.

=

Random graphs have become a fundamental tool for studying various
phenomena and properties of networks in fields such as computer science,
physics, sociology, and biology. They provide a simplified representation of
real-world complex systems and help researchers understand the behavior of
these systems under different conditions.

Random graph models have been used to analyze a wide range of network
characteristics, including connectivity, clustering, degree distributions, shortest
paths, and resilience to random failures or attacks. They have also been
instrumental in studying phase transitions and critical phenomena in network
theory.

|
Different types of random graph models exist, each with its own set of )/’
assumptions and characteristics. Some well-known models include the Erdds- | ﬂ’
Rényi model, the Watts-Strogatz model, and the Barabési-Albert model. These -
models exhibit distinct structural properties and have been extensively studied p\ ¥
to uncover insights into network behavior. \ ,4;
|

The study of random graphs is an active area of research, with ong
Investigations into more sophisticated models that capture additional featuf
observed in real-world networks. Random graph theory continues to contribute
to our understanding of network phenomena, providing valuable insights into |
the structure and dynamics of complex systems[1].
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Chapter One

Random Graph

1.1 Random Graph

In this section, the random graph is discussed as follows.

Definition 1.1.1. (Random Graph). A random graph is a graph in which
properties such as the number of graph vertices, graph edges, and connections
between them are determined in some random way. The graphs illustrated
above are random graphs on 10 vertices with edge probabilities distributed

uniformly in [0,1]. Some kinds of random graphs are shown in Figure (2.1).

-

Figure 2.1. Random graphs.



Example 1.1.2. Let n = 5 be the vertices. Then, the random graphs are
generated as shown in Figure (2.2).

7 XA By

Figure 2.2. Random graphs with 5 vertices.

Example 2.2.2. Let n = 12 be the vertices. Then, the random graphs are
generated as shown in Figure (2.2).

« ——=o

Figure 2.2. Random graphs with 12 vertices

The graphs in the above figure are random diagrams overlying 12 vertices with

the probability of a distributed edge as shown in the[o,1]

Example 1.2.3. Let n = 9 be the vertices. Then, the random graphs are
generated as shown in Figure (2.3).

Figure 2.3. Random graphs with 9 vertices



The graph above contains a high number of vertices(9). By sharing several
edges, more than one vertex can be obtained differently, depending on the

distribution of the vertices in the figure.

Example 1.1.4. Let n = 10 be the vertices. Then, the random graphs are
generated as shown in Figure (2.4).

r e

Figure 2.4. Random graphs with 10 vertices

The graph above contains a high number of vertices(10). By sharing several
edges, more than one vertex can be obtained differently, depending on the
distribution of the vertices in the figure.

Example 1.1.5. Let n = 30 be the vertices. Then, the random graphs are
generated as shown in Figure (2.5).

OF

Figure 2.5. Random graphs with 30 vertices




Example 1.1.6. Let n = 17 be the vertices. Then, the random graphs are
generated as shown in Figure (2.6).

o

!

Figure 2.6. Random graphs with 17 vertices

Example 1.1.7. Let n = 20 be the vertices. Then, the random graphs are
generated as shown in Figure (2.7).
>

Figure 2.7. Random graphs with 20 vertices

A random graph is obtained by starting with a set of n isolated vertices
and randomly adding successive edges between them. The goal of the study in
this area is to identify the stage at which a particular characteristic of the graph
Is likely to appear. Different random graph models produce different probability
distributions on graphs. The most commonly studied are those proposed by
Edgar Gilbert, referred to as G (n, p), where each possible edge occurs
independently with the probability 0 < p <1.

4



Two definitions of random networks

e Two definitions of random networks

- G(N, L) model: N labeled vertices are connected with L randomly placed
edges

- G(N, p) model: Each pair of N labeled vertices are connected with a
probability p.

e Though the average degree for a vertices is simply 2L/N in a G(N, L)
model, the other key network characteristics are easier to calculate in the
G(N, p) model.

Constructing a G(N, p) Network
Algorithm
» Step 1: Start with N isolated vertices

* Step 2: For a particular vertices pair (u, v), generate a random number r. If

r<p, then, add the edges (u, v) to the network.
* Repeat Step 2 for each of the N(N-1)/2 vertices pairs.

* Each random network we generate with the same parameters (N, p) will look

slightly different.
— The number of edges L is likely to be different.

» N=12 vertices, P=1/6
LS8 L 10 L 7

~)




» For Example. N=20

o
o * * hd
o o
o
o o
o
o °
o
® ¢ oo o
°
P=0 p=0.1 p=0.2

» For Example. N=10

S

Binomial Distribution

Binomial distribution is a common discrete distribution used in statistics,
as opposed to a continuous distribution, such as normal distribution. This is
because binomial distribution only counts two states, typically represented as 1

(for a success) or 0 (for a failure), given a number of trials in the data.

Binomial distribution thus represents the probability for x successes in n trials,

given a success probability and the possibility of failure(p-1)for each. Trial



The binomial distribution has the form

Px = (1;/) p*(1—p)"7*

The mean of the distribution (first

moment) is

N

(x) =prx = Np

x=0

Its second moment is

N

(x?) = szpx =p(1—-p)N +p*N*

x=0

providing its standard deviation as

o = ((x?) - (xz))% = [p(1—p) N]%

C(N,x)=(]i) is the different combinations of the results of the N
experiments in X which there will be X successes and N-X failures.

And can. Find Bernoulli distributions using the following law

The formula

If we consider the probability that in n number of trials, with r successes and

n - r failures by P,(x = r) then,
P (x=71)=Qx"p*q"™*

P(x=r) ="CPq"

Where p is probability of success and q is the probability

of failure.

. n n!
Recall: "C, = ———

(n—r)!xr!

Note that the events are independent of one another for the number of trials.




The Properties

If we denote the mean and standard deviation of the binomial distribution as
u and o respectively, then:

(i) mean (1) =np

(ii) standard deviation (0)= \/npq
(iii) variance (o?) = npq

Example 1

A fair coin is tossed 6 times. Find the probability of obtaining:

P.(x=r) ="C,.P'q""

(a) exactly 4 heads;
(b) at least 5 heads;

(c) at most 2 heads

Lo
2 173 T

p= 2

n=6

@ RE=H=°CGIG*"

—15><1 ><1
N 16 ~ 4

(b) B(x=5)= PB.(x=5) or PB.(x=06)
1 1 1 1
_ 6 2NS s (21 4 6 2N6 ¢ (20
= 50 X G X G+ G X 5)°X (5)
1 1 1
=6X——=X=-+1x—x1

32 2 64
6 1 7

=X — = —

64" 64 64



() P(x<2)= P(x=0)or P(x=1)or P.(x =2)

= 5 X ()X G HOG X)X G HEC X G X ()

—1><1><1+6><1><1+15><1><1
B 64 2732 4716
_1+6+15

64 64 64

22 1

64 32

Example 2

An unbiased die with 6 faces is thrown 5 times. Find the probability that
P(x=1) ="C Pq""

(a) factor of 6 appears exactly 3 times;

(b) perfect square appears at most 4 times.

(@)S={1,2,3,4,56}andn(S) =6
F={1,2,3,6}andn(F)=4

4 2
p:—:

—,qzl,n=5andr=3
6 3 3

5 23 12
P(x=3) =5 x(5)*X(3)

= 10 x 8 ><1
N 27 9
80

243



(b)S={1,2,3,4,56}and n(S) =6
E={1,4)andn(E)=2

p=:=-,q=-n=5andr =0,1,23 and 4

o <0 -1-Re=9-1-0 x(3) x (2

1
=1-1X=—=X
1-1 243 1

242

243

Example 3
A test contains 10 multiple choice questions comprising of 4 options in

which only one option is correct. Find the probability that a candidate can guess 7

out of the 10 questions correctly. Then extract the mean and standard deviation

and variance.

P.(x=7) ="C, Pq""

pee= =06 x(3) ()

=120 X X 27
N 16384 " 64
= 0.0030899
— mean (u) = np
=10 -
=10.3
10

10



— standard deviation (o) = ,/npq

Example 4
The probability that a patient will be cured of corona virus when injected
with the new vaccine is 0.8. Find the probability that exactly 3 out of the 8 corona
virus patients will be cured on being injected with the vaccine. Then extract the

mean and standard deviation and variance

p=08q=02n=8 r=3
P(x = 3) = 8C; x (0.8)% x (0.2)°
= 56 X 0.512 x 0.00032
= 0.00917504
—mean (u) = np
=8 x0.8
= 6.4

11



— standard deviation (o) = ,/npq

= V8 x0.8 x0.2
= V1.28
— Variance (¢%) = npq
=8 xX0.8 x0.2
= 1.28

How is Binomial Distribution Used?

This distribution pattern is used in statistics but has implications in
finance and other fields. Banks may use it to estimate the likelihood of a
particular borrower defaulting, how much money to lend, and the amount to keep
in reserve. It's also used in the insurance industry to determine policy pricing and

assess risk.

Why is Binomial Distribution Important?

Binomial distribution is used to figure the probability of a pass or fail
outcome in a survey, or experiment replicated numerous times. There are only
two potential outcomes for this type of distribution. More broadly, distribution is
an important part of analyzing data sets to estimate all the potential outcomes of
the data and how frequently they occur. Forecasting and understanding the

success or failure of outcomes is essential to business development.

"Chart junk' is a term coined by data visualization expert Edward Tufte to refer
to elements of a chart or graph that do not add value to the data being presented,
but rather serve only to distract or confuse the viewer. These elements might

include unnecessary grid lines, 3D effects, or decorative flourishes, among others.

According to Tufte, the use of chart junk can detract from the clarity and
effectiveness of a visualization, making it more difficult for the viewer to

understand the data being presented. He advocates for a more minimalistic

12



approach to data visualization, with a focus on presenting the data in a clear and
concise manner.

The concept of chart junk has been widely adopted in the field of data
visualization, and is often cited as a best practice when it comes to designing
effective charts and graphs. Many experts argue that the use of chart junk can lead
to "chart clutter,” making it more difficult for the viewer to discern the key
takeaways from the data.

While Tufte's ideas on chart junk are not universally accepted, his work has
had a significant influence on the field of data visualization and has helped to
shape best practices for designing effective charts and graphs.

Presenting data to clients: When presenting data to clients, a management
consultant might use the concept of chart junk to avoid cluttering the visualization
with unnecessary elements. By focusing on presenting the data in a clear and
concise manner, the consultant can help the client understand the key takeaways
more easily.

Analyzing data: When analyzing data, a consultant might use the concept of
chart junk to help identify the most important or relevant information By
eliminating unnecessary elements, the consultant can focus on the data that is
most relevant to the problem at hand.

Communicating  findings:  When  communicating  findings  or
recommendations to a client, a consultant might use the concept of chart junk to
help simplify complex information and present it in a way that is easy for the
client to understand.

Designing charts and graphs: When designing charts and graphs, a
consultant might use the concept of chart junk to guide their design. choices and
ensure that the visualizations are clear and effective.

Training clients: A consultant might also use the concept of chart junk to
teach clients how to design effective charts and graphs, helping them to avoid

common pitfalls and create visualizations that are clear and easy to understand.

13



Chapter Two

Connectivity

Connectivity is a basic concept of graph theory. It defines whether a graph is
connected or disconnected. Without connectivity, it is not possible to traverse a

graph from one vertex to another vertex.

o A graph is said to be connected graph if there is a path between every pair
of vertex. From every vertex to any other vertex there must be some path to
traverse. This is called the connectivity of a graph.

o A graph is said to be disconnected, if there exists multiple disconnected
vertices and edges.

o Graph connectivity theories are essential in network applications, routing

transportation networks, network tolerance etc.

In the above example, it is possible to travel from one vertex to another vertex.
Here, we can traverse from vertex B to H using the path B -> A->D -> F->E -> H.

Hence it is a connected graph.

14



In the above example, it is not possible to traverse from vertex B to H because

there is no path between them directly or indirectly. Hence, it is a disconnected
graph.

Let's see some basic concepts of Connectivity.

1. Cut Vertex

A single vertex whose removal disconnects a graph is called a cut-vertex. Let
G be a connected graph. A vertex v of G is called a cut vertex of G, if G-v

(Remove v from G) results a disconnected graph.

When we remove a vertex from a graph then graph will break into two or

more graphs. This vertex is called a cut vertex.

o A connected graph G may have maximum (n- 2) cut vertices.
o Removing a cut vertex may leave a graph disconnected.

o Removing a vertex may increase the number of components in a graph by at

least one.

o Every non-pendant vertex of a tree is a cut vertex.

Example 1
Original graph: Vertex c is a cut vertex:
’ . — 4 - J L £
e : —
Vertex b is a cut vertex: Vertex e is a cut vertex:

15



-+ d f g a d f 'Y
" = K ——
| S—— =
C e h b C h

In the above graph, vertex 'e' is a cut-vertex. After removing vertex 'e' from
the above graph the graph will become a disconnected graph.

Example 2
b f
- *
: ¢ e
am e @ »E

-

d h

b f

- "

’ C
aw £ » e
a B
d h

2. Cut Edge (Bridge)

A cut- Edge or bridge is a single edge whose removal disconnects a graph.

Let G be a connected graph. An edge e of G is called a cut edge of G, if G-e
(Remove e from G) results a disconnected graph.

16



When we remove an edge from a graph then graph will break into two or more
graphs. This removal edge is called a cut edge or bridge.

o A connected graph G may have at most (n-1) cut edges.
o Removing a cut edge may leave a graph disconnected.

o Removal of an edge may increase the number of components in a graph
by at most one.

o A cut edge 'e' must not be the part of any cycle in G.

o |If a cut edge exists, then a cut vertex must also exist because at least one
vertex of a cut edge is a cut vertex.

o |If a cut vertex exists, then the existence of any cut edge is not necessary.

Example 1

a d b g
bMC E‘Mh
a d b g
bMC EMIT

In the above graph, edge (c, e) is a cut-edge. After removing this edge from the
above graph the graph will become a disconnected graph.

17



Example 2

o f
- -
ey i q \\
A " . / ™S
\\_\ i a ; .__,-/ \\'\___
ae [ »E
A P .
S ’ " Pl
N S | P
= . Y ~
St Mg
d h
b f
P &
// /‘ N\
P / 8K
/ \ / N
/ 4 \\ c e // N
aw /‘9 (\ -~ »E
\, N A
. / NG /
N /// \\ /
\\ ,// e ,//
\./ \.'
d h

In the above graph, edge (c, e) is a cut-edge. After removing this edge from the
above graph the graph will become a disconnected graph.

3. Cut Set

In a connected graph G, a cut set is a set S of edges with the following
properties:

o The removal of all the edges in S disconnects G.
o The removal of some of edges (but not all) in S does not disconnect G.

Example 1

18



To disconnect the above graph G, we have to remove the three edges. i.e. bd, be
and ce. We cannot disconnect it by removing just two of three edges. Hence,
{bd, be, ce} is a cut set.

After removing the cut set from the above graph, it would look like as follows:

h

f
O O

4. Edge Connectivity

The edge connectivity of a connected graph G is the minimum number of
edges whose removal makes G disconnected. It is denoted by A(G).

When A(G) >k, then graph G is said to be k-edge-connected.
Example

Let's see an example,

b =)

From the above graph, by removing two minimum edges, the connected graph
becomes disconnected graph. Hence, its edge connectivity is 2. Therefore the
above graph is a 2-edge-connected graph.

19



Here are the following four ways to disconnect the graph by removing two

edges:

7]

i

d

II

Q.

m

ow

€ b

N
S

e

v

5. Vertex Connectivity

The connectivity (or vertex connectivity) of a connected graph G is the
minimum number of vertices whose removal makes G disconnects or reduces to

a trivial graph. It is denoted by K(G).

The graph is said to be k- connected or k-vertex connected when K(G) > k. To
remove a vertex we must also remove the edges incident to it.

Example

Let's see an example:

b

f

The above graph G can be disconnected by removal of the single vertex either
'c’ or 'd'. Hence, its vertex connectivity is 1. Therefore, it is a 1-connected graph.

20




Random subgraph

We say that G' = (V', E') is a subgraph of G = (V, E), and write
G'CG, provided V'CCV and E' CE.

We say that G' = (V', E') is an induced subgraph of G = (V, E)
provided V'CV and every edge in E whose vertices are still in V' is
also an edge in E'.

Think of a subgraph as the result of deleting some vertices and edges
from the larger graph.

For the subgraph to be an induced subgraph, we can still delete
vertices, but now we only delete those edges that included the deleted
vertices.

Notice that every induced subgraph is also an ordinary subgraph, but
not conversely.

\
\\ \\\‘ ::.\
Y 4 \.\ P N
N\ e -

G subgraph of G

K
induced
subgraph of ¢

Example 4.1.4 Consider the graphs. Determine if G2, Gs, and G4 are
subgraphs and induced subgraphs of G.

” ~ A
/N /f f
”1 :}‘ . ‘ -
VAN AN d ;f dh, d
- = » - . . . L e e
a b c a b c a b c a b c
G'.I. Gg Gﬂ G4

G: is a subgraph of Gi. G2 is also an induced subgraph of Gi. Every
edge in G, that connects vertices in Gz is also an edge in Go.

21



Gj; is a subgraph of Gi. G3 is not an induced subgraph of G, In Gg, the
edge (a, b) is in E, but not E3, even though vertices aand b are in V3

The graph G4 is NOT a subgraph of Gi, even though it looks like all
we did is remove vertex e. The reason is that in E4, we have the edge
{c,f} but this is not an element of E:, so we don't have the required
E4,CE.. If G4 is NOT a subgraph, then it can't be an induced subgraph.

cycle of length at least |P|- 2b>n-24n", completing the proof.

22
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