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 Abstract     
Linear programming (LP, or linear optimization) is a method to 
achieve the best outcome (such as maximum profit or lowest cost) in a 
mathematical model whose requirements are represented by linear 
relationships. Linear programming is a special case of Mathematical 
programming (mathematical optimization) More formally, linear 
programming is a technique for the Optimization of a linear objective 
function, In this work, we studied some method, to solve linear 
programming such as, graphical method,  simplex method and the 
dual method and we gave some numerical examples . The graphical 
method is useful if we have two variables, where the simplex method 
is useful for two variables or more,  where use the dual method if we 
face a difficult to find the solution by using the simplex method.                   
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Introduction  
Linear programming is a basic and important technique that helps 
decision makers make sound decisions in a scientific way . linear 
programming problems are part of the mathematical programming 
problems that include linear and nonlinear ones. Then mathematical 
programming is in turn, part of a more comprehensive subject, called 
operations Research or operational Research which all relate to issues 
of organization and management, issues of tran sportation, 
agriculture industry, and so forth                                                                           
Linear mathematical programming is a matter of preference,and here 
preference problems are meant those mathematical problems that 
seek to maximize or minimize alinear function. Set to linear 
mathematical constraints as well .                                                                         

  

 

Chapter One 
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-:A historical perspective  
 During World War II, as a result of limited military resources, the 
British government commissioned a team of senior scientists to study 
Issues of how to distribute its resources. military and commensurate 
with the best air and land defense situation. The studies of this team 
have been called Operations Research or Operational Research. Then 
this designation was applied to all research and studies that deal with 
software issues and decision-making issues. The encouraging results 
of the British Operations Research Team urged the US Air Force to 
form a team to carry out the necessary studies in this field. This team 
found that the traditional methods of preference issues, such as the 
speculative method Lagrange, for example, is not of great use in 
solving linear programming problems, which necessitated finding 
more effective methods in 1947 while George Dantzig, a member of 
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the American team for operations research, developed the simplified 
method (the Simplex) to solve the problem of linear programming, 
but the details of this method were not published until 1956, and after 
the publication of the simple method (the Simplex), a great 
acceleration occurred in the use and development of linear 
programming [ 1 ].While the French mathematician Jean-Baptiste 
Fourier was alerted to Its potential contributions in 1923. The first use 
or application of linear programming was by the economist George 
Stilger In the forties, where he aimed to determine the components of 
the daily food (Diet), which will provide the body with the minimum 
needs of vitamins, iron and other substances, and at the lowest 
possible cost[2].                                                                   

programmingAdvantages of using linear   
 The most important and prominent advantages of using linear 
programming are as follows [3] :                                                               

           ●Logical thinking and giving the full comprehensive vision of issues                                                                                      
 ●Determine the best solutions by evaluating costs and profits           
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 ●The database provided by linear programming is optimized for 
scarce.                                                                                                                           
 ●Apply different modifications to solutions according to changing 
conditions.  

 
 
                                                                                                
Disadvantages of using linear programming   
In contrast to the advantages of linear programming, there are many 
disadvantages and drawbacks, which are as follows                   

         •Difficulty defining the objective function                                  
  •Assuming linear programming that it Is a linea relationship between 
inputs and outputs, but in reality It is difficult to do so, because some 
real-world problems such as commercial and industrial ones can be 
non-line                                                            
•Linear programming assumes that it Is based on the principle of    
perfect market competition, but in fact it is not                                        
                     
  •Linear programming assumes constant returns, but in reality returns 
are variable, either by increase or decrease                              

resources 
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 •The linear programming technique is a complex technique. Solving 
the problem requires enlarging or minimizing a specific variable in 
difficult and complex ways of expression because it includes a large 
number of large calculations, such as the simplex method                       
                                                                         
 •Providing experimental solutions that may include error, which 
makes the process of finding solutions difficult                                   
 •There is no single global goal that all organizations strive for, and 
this contradicts the aspiration to reach linear programming, as it 
focuses on achieving only one goal, for example, reducing costs paid    
                                                                                               
 •It is difficult to apply linear programming to the various set of 
problems, where the values of the coefficients are not probable           

  
 •There is room for variables to take a non-negative integer as well as 
rational values, yet It contains variables that have an integer value        
                                                                                     

programming  inearAreas of application of l  
Linear programming technology is involved in some areas of life, the 
most prominent of which are [4]                                                     
Food and agriculture                                                                     •   
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Farmers apply the linear programming technique in their work by 
specifying all the details of the crops that need to be grown, such as 
how much, and how to use them efficiently so that they can                

  
In the field of nutrition, this technology is an important way to help 
plan nutritional needs, such as providing healthy food baskets at 
reasonable costs to needy families, or identifying nutritious foods in 
order to prevent disease. In addition to related data such as prices and 
other, with restrictions or limitations such as culture, or proper 
nutrition guidelines.                                                                             
Engineering•   

This technology is used to help solve design and manufacturing 
problems, as linear programming is adopted as a basic tool in 
optimizing aerodynamic shape, as in air foil networks to create a wing 
free of impacts and defects, with high accuracy, basedn on 
foundations and constraints.                                                                  
Transport sector                                                                                                      •  

Increases cost and time efficiency, as linear programming takes routes 
and times into account, airlines use it to optimize their profits 
according to seat prices, customer demand, fligh scheduling 
androutes.                                                                                                  
•Efficient manufacturing                                                                        

increase their financialreturns.                                                                       
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Every step of the manufacturing process must work efficiently to 
make profits, so companies use linear                                                  
programming to determine how much raw material to use, how much 
time each machine needs in the manufacturing process, and other 
things related to the production process.                                     
•Energy field                                                                                        
Linear programming provides a way to improve both traditional and 
modern electrical energy systems represented by renewable energy 
sources such as wind energy. And solar photovoltaic energy, as this 
technology improves electrical load requirements by taking into 
account generators  
and transmission lines; distribution and warehousing, while keeping 
costs sustainable for profit.             

 
            

 
 

 
Introduction  
The science of linear programming is one of the applied sciences that 
has achieved a wide spread, as it is one of the scientific methods   
Help give different alternatives to the decision-making process in a 
more accurate way to rely on information                                             

Chapter Two 



 ١٦

Appropriateness in choosing the best alternative to solve the 
problems facing the decision-maker and enabling him to make the 
best decision                                                                                         
By using mathematical models to address and analyze the influencing 
factors and then make the appropriate decision                  
Linear programming has applications in engineering, economics and 
management sciences .                                                                  

  
  
  
  

  
  
  
  
  
 

  
Linear programming:                                                                          
They are defined as linear (first-order) mathematical expressions that 
are used to solve mathematical models that indicate to the objective 
function with basic variables and certain constraints and determinants 
, provided that the variables are not negative[5] .            

 

Basic concepts 
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Linear programming components:  
 
1-Existence of an Objective function (Profit maximization or cost 
minimization)                                                                                       
Max or Min Z= ∑  ୀ૚ܒܖܒ܆ܒ۱
2-Existence of a certain number of basic variables                                  
It requires only two variables to be expressed in the basic variables 
(X1, X2).                                                                                               
3-Existence of constraints they are expressed differently the 
relationship is less than or equal to <= or greater than or equal to >=.  

෍ ,≥ሺܒܠܒܑ܉ ≥, =ሻܑ܊
ܖ

ୀ૚ܒ
 

4-Non-negative.    Xj >= 0                                                                     
  
  
  . 6 ] [ Forms of Linear programming Models 
 
1-General form of linear programming models  

 
1-Objective function  
Min or Max Z=܋૚ܠ૚ + ૛ܠ૛܋ + ⋯ +   ܖܠܖ܋

 
2-Constraint: 
Subject to (s. t.)  

૚ܠ૚૚܉ + ૛ܠ૚૛܉ + ⋯ + ܖܠܖ૚܉ ≥ ܚܗ = ܚܗ ≤  ૚܊
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૚ܠ૛૚܉ + ૛ܠ૛૛܉ + ⋯ + ܖܠܖ૛܉  ≤ ܚܗ = ܚܗ ≥  .૛܊
.  
. 
.  

૚ܠ૚ܕ܉ + ૛ܠ૛ܕ܉ + ⋯ + ܖܠܖܕ܉ ≤ ܚܗ = ܚܗ ≥  ܕ܊
, ૚ܠ , ૛ܠ … . . , ܖܠ ≥ ૙ 

Where:                                                                                                   
(n):Number of variables. 
(m):The number of restrictions.  
(c1,c2,……,cn) and (b1,b2,……,bn) and matrix a[i,j] and (i=1,2,…….,m 
and j=1,2,……n) its values and nature are determined according to the 
problem to be solved.  

  
  

rm of linear programming modelsCanonical fo-2  
The difference between the canonical form of the linear programming 
model and the general form of the linear programming model is as 
follows:  
i-The objective function (Z) in the general form of the linear 
programming model is either of type (Max) or of type (Min) , While in 
the canonical form of the linear programming model it is of type 
(Max) only.[8]  
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ii-The constraints signs in the general form of the linear programming 
model are (>= ,= , <=) while in the canonical form of the linear 
programming model they are smaller and equal to only the 
components of the linear programming model are the same in both 
the general and canonical forms , as follows  
Canonical form of  the linear programming model :  
Max Z=܋૚ܠ૚ + ૛ܠ૛܋ + ⋯ +   ܖܠܖ܋
S.t. 

૚ܠ૚૚܉ + ૛ܠ૚૛܉ + ⋯ + ܖܠܖ૚܉ ≤  ૚܊
૚ܠ૛૚܉ + ૛ܠ૛૛܉ + ⋯ + ܖܠܖ૛܉ ≤  ૛܊

.  

. 

.  
૚ܠ૚ܕ܉ + ૛ܠ૛ܕ܉ + ⋯ + ܖܠܖܕ܉ ≤  ܕ܊

,૚ܠ ,૛ܠ … . . , ܖܠ ≥ ૙ 
The canonical form of the linear programming model 

can be abbreviated as follows .  
  

Max Z=∑   ୀ૚ܒܖܒ܆ ܒ۱
S.t.  

෍ ܒܠ ܒܑ܉ ≤ ܑ܊
ܖ

ୀ૚ܒ
 

i=1,2,3,…….,m  
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j=1,2,3,…….,n  
Xj ≥ 0 

 
The canonical form is used in some special cases of linear 
programming models 
The general form can be converted to the canonical form using the 
following rules : 
i-The minimization of the objective function can be converted in to a 
maximization and vice versa by multiplying the objective function by 
(-1)                                                                                                   
ii-A constraint greater than or equal to is converted to less than or 
equal to by multiplying both sides of the inequality by (-1)                
iii-The equality constraints , the first is less than or equal to (≤) and 
the second is greater than or equal to (≥) , than converting the second 
using rule (2) a bove .                                                                
iv-An absolute value constraint can be converted to two constraints of 
type less than or equal to (≤) .                                                         

                                : rm of linear programming modelStandard fo-3  
The difference between the standard form of the linear programming 
model and the general form of the linear programming model is as 
follows :                                                      
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i-The objective function in the general form of the linear 
programming model is either of type (max) or of type (min), as well as 
the standard form of the linear programming model                        
ii- The signs of constraints in the general form of the linear 
programming model are (≥ , = , ≤ ) while in the standard form of the 
linear programming model they are equal to ( = ) only after adding 
the non- negative dummy variables (slack variable) and are 
symbolized by  (Si ≥ 0) and are in the form of ( +S ) when the 
inequality sign is less than or equal to and (-S) when the inequality 
sign is  greater than or equal to and we do not add anything in the 
case of equality                                                                               
iii- The right side of the constraints is non-negative ( bi ≥ 0) . 
In light of this, the standard formula for the linear programming 
model is as follows :  
Max Z=܋૚ܠ૚ + ૛ܠ૛܋ + ⋯ + ܖܠܖ܋ + ૙܁૚ + ૙܁૛ + ⋯ + ૙ܕ܁ 
S.t. 

૚ܠ૚૚܉ + ૛ܠ૚૛܉ + ⋯ + ܖܠܖ૚܉ + ૚܁ =  ૚܊
૚ܠ૛૚܉ + ૛ܠ૛૛܉ + ⋯ + ܖܠܖ૛܉ + ૛܁ =  ૛܊

.  

.  
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૚ܠ૚ܕ܉ + ૛ܠ૛ܕ܉ + ⋯ + ܖܠܖܕ܉ + ܕ܁ =  ܕ܊
,૚ܠ ,૛ܠ … … , ܖܠ ≥ ૙ 
,૚܁ ,૛܁ … … , ܕ܁ ≥ ૙ 

The standard form of the linear programming model  can be 
abbreviated as follows :  
The abbreviated form of the standard form of the linear programming 
model : 
Max Z=∑ ܒ܆ ܒ۱ + ૙ܒܖܑ܁ୀ૚ 
S.t.     ∑ ܒܠ ܒܑ܉ + ૙ܑ܁ =  ୀ૚ܒܖܑ܊

             i=1,2,……,m             j=1,2,……, n  
    Si ≥0   0      

]7  [ Types the solution to the linear programming problems:  
1-Feasible solution: is the solution X=(x1,x2,....,xn) which does not 
conflict with one or more of the actual constraints and satisfies all 
constraints to extract the values of Xj (regardless of whether the 
values of Xj are positive, negative, or zero) 

 
2- Infeasible Solution: A solution that contradicts one or more of the 
actual constraints of the problem. 
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3- Basic feasible solution: The basic solution is called feasible if the 
number of positive variables in it does not exceed the number of 
constraints m (the values of Xj are positive or zero as much as the 
number of constraints). 

 
4-Optimal Solution : It is the best feasible solution that achieves all 
constraints. In addition, it makes the value of the objective function at 
its maximum or minimum end. The issue may have a unique optimal 
solution or multiple optimal solutions. Multiple optimal solutions 
usually give greater flexibility to decision makers when they 
implement one of them.  

  
  
  
 
Method to solve a linear programming problem : 
( 1 ) Graphical Method 
( 2 ) Simplex Method  
( 3 ) The Dual Method 

 
1-Graphical Method  
This method is one of the easiest methods used to solve the linear 
programming method, and this method is characterized by the fact 
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that it deals with simple problems, that is, in the case of the presence 
of only two variables, and its usefulness is to clarify possible solutions 
and how to obtain the optimal solution.                   
 This method depends on the graph of the variables of the problem in 
the frame of horizontal and vertical coordinates to determine the area 
of the feasible solution (which is a closed area with all the restrictions 
contained in the problem) and then the extreme points are 
determined (which are the points that are on the borders of the area 
of the feasible solution) that maximize or reduce the objective 
function .                                                                                            
The basic steps of this method can be summarized in the following 
points  .                                                                                              

  
1- The sign of the inequalities is converted to equality, and then we 
draw the straight lines representing these constraints                           
2- We determine the solution area for each constraint, where we 
substitute the origin point in the constraint. If the constraint 
relationship is achieved, then the solution area is towards the origin 
point. Otherwise, the solution area moves away from the origin point. 
In the case of equality, the solution area is only the points located on 
that straight line .                                                                . 
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3- All straight lines must fall in the first quadrant now Xj≥0 otherwise 
the line is extended to reach the first quadrant unless the non-
negativity constraint indicates otherwise.-                                   

 
4- The polygon formed by the intersection of the solution regions of 
all lines represents the area of the feasible solution .                      

 
5- We define a point or extreme points in the region of the feasible 
solution that achieve the maximum or minimum value of the objective 
function (called the angle points method) .                         

 
6- We draw the line representing the objective function (profit lines) 
as starting from the origin point when (Z = 0) as an additional way to 
confirm the point or points of the extreme optimal solution.   
Some criticisms are taken on this method, as if the problem to be 
solved contains three variables or more, it is difficult to represent 
them graphically, because it requires the use of special engineering 
theories, as well as accuracy in drawing to obtain accurate results, 
which leads to considering that this method is of limited interest, so 
we resort to the simplex method to solve problems related to more 
than two variables in the issue [8].                                                       
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( 2 ) Simplex Method                                                                           
The simplex  method is one of the most important methods adopted 
for solving linear programming problems because it addresses the 
most complex problems that cannot be solved using the graphical 
method, i.e. those problems that include a large number of variables.  
This method has the following characteristics .[9] 
i-This method is used to solve any type of linear programming 
problem   
ii-This method is based on following sequential and sequential steps 
that are determined in advance and are implemented at each stage of 
the solution until the optimal solution is reached. 
iii-This method provides solutions that fall within the scope and limits 
of the facility's capabilities until it reaches the optimal solution. 
iv-This method discloses the optimal solution once it is reached.  
In order to reach the optimal solution using the simplex method, the 
following steps must be followed   
1-The first step : Is to convert the problem from the legal formula to 
the standard formula by adding stagnant variables with the problems 
of maximization and positive sign and with the problems of 
decreasing  the excess variables are subtracted with the addition of 
positive artificial variables to the negative sign equation, in order to 
achieve the non-negativity condition   
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2 - The second step: converting the problem from the standard 
formula to the tabular form in the form of a table called the simplified 
table divided into a number of rows and columns, as the rows are the 
coefficients of the variables in the objective function and the 
constraints, while the columns are represented by the basic variables 
of the problem and the surplus and artificial variables .  
3- The Third step : The pivot column that corresponds to the largest 
absolute value in the target function is chosen with in the simplified 
table .  
4- The fourth step: The pivot value is determined by dividing each 
value in the constants column (b) by the corresponding value in the 
pivot column, and the pivot value represents the lowest positive 
division. 
5- The fifth step: The pivot row that contains the pivot value is 
selected  
6- The sixth step: converting the pivot value into one, and then 
converting the rest of the pivot column values into zeros . 
7- The seventh step: test the optimization of the solution .  

 
 
 ( 3 ) The Dual Method :  
The original problem ( the primal ) may require lengthy solution 
procedures. Conversely , solving the corresponding problem (the dual 
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) may be difficult , and the solution may be easier if the dual is 
converted to the original model. One of the most important 
developments of linear programming is in the duality theory. 
 
**The steps of converting the primal problems to dual problems ** 
1-The objective function is converted from Min to Max and Max to 
Min .  
2-The constraints must be ( ≤ in the case of Max ) and ( ≥ in the case 
of Min ) .  
3- The number of variables in the primal model = the number 
constraints in the dual model , and vice versa .  
4- The Coefficients of the objective function ( Cj ) in the primal model 
= the right-hand said ( bi ) in the constraints of the dual model , and 
vice versa.  
5- Changing the Coefficients matrix , so that the row becomes column 
and the column becomes row .  
6- Changing the variables symbols , for example , ( X ) to ( Y ) and vice 
versa .  
7-The objective functions symbol in the dual model must be different 
from the symbol in the primal model .  
8- The optimal solution of the objective function in the primal 
problem and the dual problem are always identical .  
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9- We can obtain the values of the optimal solution to the primal 
problem from the values of the optimal solution of the dual problem , 
and vice versa. 

 
The mathematical formula for the primal problem and the 
corresponding ( the dual ) problem 
The primal problem : 
Max Z=܋૚ܠ૚ + ૛ܠ૛܋ + ⋯ +  ܖܠܖ܋
Subject to  
૚ܠ૚૚܉                   + ૛ܠ૚૛܉ + ⋯ + ܖܠܖ૚܉ ≤  ૚܊
૚ܠ૛૚܉                   + ૛ܠ૛૛܉ + ⋯ + ܖܠܖ૛܉ ≤  ૛܊
                    . 
                    . 
                    .  

૚܆૚ܕ܉                    + ૛܆૛ܕ܉  + ⋯ + ܖ܆ܖܕ܉ ≤  ܕ܊ 
,૚܆                     , ૛܆ , ૜܆ … … . . , ܖ܆ ≥  ૙ 
 
 
  
 
 
The dual problem : 

܈ ܖܑۻ = ૚܇૚܊   + ૛܇૛܊  +  … . .  ܕ܇ ܕ܊ +
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Subject to   
૚܇ ૚૚܉            + ૛܇ ૚૛܉ + ⋯ + ܕ܇ ૚ܕ܉   ≥  ۱૚ 
૚܇ ૛૚܉            + ૛܇ ૛૛܉   + ⋯ + ܕ܇૛ܕ܉   ≥  ۱૛ 
          . 
          .  
          . 

૚܇ ܖ૚܉            + ૛܇ ܖ૛܉  + ⋯ + ܕ܇ ܖܕ܉   ≥  ܖ۱ 
, ૚܇                    , ૛܇ … … … . , ܕ܇  ≥  ૙   
 
The primal problem and the corresponding ( the dual ) problem can 
be summarized as follows : 

The primal problem |The dual problem 
Max  Z= Cn Xn Min  Z'= bm Ym 
Subject to   AX ≤ b Subject to  A'Y ≥ C 
And     X ≥ 0 And   Y ≥ 0 

 
 
          
  
 
 
 
 Chapter Three  
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Example (3-1) 
Convert the following linear programming model into matrix 
canonical form [10]. 
܈  ܠ܉ۻ =  ૜૙܆૚  +  ૛૙܆૛  
Sub. to  
            ૞܆૚ ૛܆ +   ≥  ૟૙ 
             ૞܆૚  + ૜܆૛  =  ૛૙  
              ૝܆૚  + ૜܆૛  ≤ ૚૙ 

, ૚܆         ૛܆ ≥  ૙ 
 
 
Solution : 
We must change the inequality ( ≥ ) into inequality (≤) by multiplying 
it by (-1) . 
We must change the inequality ( = ) into inequality (≥) and inequality 
(≤) and we must change the inequality (≥) into inequality ( ≤ ) by 
multiplying it by ( -1 ) 
 
 
 
 
= ܈  ܠ܉ۻ  ૜૙܆૚  +  ૛૙ ૛  
Sub. to  
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          −૞܆૚ – ܆૛ ≤ −૟૙ 
           ૞܆૚ +  ૜܆૛ ≤  ૛૙  
           −૞܆૚ –  ૜܆૛ ≤  −૛૙ 
            ૝܆૚  +  ૜܆૛ ≤  ૚૙  
, ૚܆    ૛܆ ≥  ૙ 
 
Example ( 3-2 ) 
Convert the linear programming problem to standard form : 
܈  ܠ܉ۻ =  ૜܆૚  +  ૛܆૛  
Sub. to  
– ૚܆           ૛܆૛  ≥  ૜ 
        ૜܆૚  + ૝܆૛  ≤  ૛ 
૚܆          +  ૜܆૛  =  ૞ 
Solution: 
We must first convert the inequalities to equalities by the introduction 
of slack variable S1 ≥ 0 and S2 ≥ 0 to give : 
The objective function Thus : 
 
 
 
 
 
܈  ܠ܉ۻ =  ૜܆૚  +  ૛܆૛  +  ૙܁૚ +  ૙܁૛ 
.܊ܝ܁  ܗܜ
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– ૚܆           ૛܆૛– ܁૚  =  ૜૙ 
        ૜܆૚ +  ૝܆૛ ૛܁ +   =  ૛૙ 

૚܆            +  ૜܆૛           =  ૞૙ 
, ૚܆       , ૛܆ , ૚܁ ≤ ૛܁  ૙ 

= ૚܊  ૜૙ >  ૙ , = ૛܊  ૛૙ >  ૙ , = ૜܊  ૞૙ >  ૙ 
 
 
Example ( 3-3 ) 
Find the optimal solution for the following linear programming by 
using graphical method [11] 

܈  ܠ܉ۻ =  ૡ܆૚  +  ૟܆૛ 
 

          ૝܆૚  +  ૛ܠ૛ ≤  ૟૙  
           ૛܆૚  +  ૝܆૛  ≤  ૝ૡ 
, ૚܆            ૛܆  ≥  ૙ 
Solution: 
( 1 )Transfer restrictions to equation as follows  
            The straight 1     ૝܆૚  +  ૛܆૛ =  ૟૙  
             The straight 2     ૛܆૚ +  ૝܆૛  =  ૝ૡ 
 
( 2 )Determine of two points for each straight : 
 
૝܆૚  +  ૛܆૛  = ૟૙ ……….. ( 1) 
 

X1 X2 
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- ( 0 , 30 ) 
- ( 15 , 0 ) 

 
૛܆૚  +  ૝܆૛  =  ૝ૡ ……….. (2) 

 
-- ( 0 , 12 ) 
-- ( 24 , 0 ) 
 

 
 Figure [1] Graph of model limitations and area of acceptable possible  
 

0 30 
15 0 

X1 X2 
0 12 

24 0 
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solutions 
( 3 )The joint solution , an area ( A B C D ) shaded . 
 

points ( X1 , X2 ) ܈ ૡ܆૚  +  ૟܆૛  
A ( 0, 0) 0 
B ( 15 , 0 ) 120 
C ( 12 , 6 ) 132 
D ( 0 , 12 ) 72 

 
 
 
Example (3-4) 
Find the optimal solution for the following linear programming by 
using graphical method: 
܈  ܖܑۻ =  ૛܆૚ +  ૜܆૛ 
Sub. to  
૚܆                 + ૛܆  ≥  ૜૞૙ 
૚܆                          ≥  ૚૛૞ 
૚܆                 + ૛܆   ≤  ૟૙૙ 
,૚܆                ૛܆ ≥  ૙ 
 
 
Solution : 

Max  Z = 132 
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( 1 )Transfer restrictions to equation as follows 
             The straight 1   ܆૚  + ૛܆   = ૜૞૙ 
             The straight 2    ܆૚  =  ૚૛૞  
              The straight 3   ܆૚   + ૛܆   = ૟૙૙  
( 2 )Determine of two points for each straight : 
૚܆  + ૛܆   = ૜૞૙ ………(1) 

 
...... ( 0 , 350 ) 
…….. ( 350 , 0 ) 

 
૚܆  =  ૚૛૞ ………..(2) 
 
૚܆  + ૛܆   =  ૟૙૙ ………(3) 

 
…….( 0 , 600 ) 
.......( 600 , 0 ) 
 

 

X1 X2 
0 350 

350 0 

X1 X2 
0 600 

600 0 
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Figure (2) The graph of the constraints of the linear programming 
model, which shows the area of possible solutions 
 
( 3 )The joint solution , an area ( A B C D ) shaded . 
 
points ( X1 , X2 ) Z = 2X1 + 3X2 

A ( 350 , 0 ) 700 
B ( 600 , 0 ) 1200 
C ( 125 , 

475) 
1675 

D ( 125 , 
225) 

925 

 
 
 

Min  Z = 700 
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Example ( 3-5 ) 
Use the simplex to solve the following problem [12]: 
Max Z =  ૟܆૚  +  ૡ܆૛ +  ૛܆૜  
Sub. to  
૚܆             + ૛܆        ≤  ૛ 
૚܆             +       + ૜܆૜  ≤  ૟ 
૛܆                                ≤  ૚ 
, ૚܆         , ૛܆ ૜܆ ≥ ૙  
Solution:  
Step (1) inequalities transfer to the standard form as follows : 
– ܈  ܠ܉ۻ  ૟܆૚ –  ૡ܆૛ –  ૛܆૜  +  ૙܁૚  +  ૙܁૛  +  ૙܁૜ 
  Sub. to  
૚܆          ૛܆ +  + ૚܁ +      =  ૛   
૚܆           +       + ૜܆૜ + ૛܁   =  ૟ 
૛܆          ૜܁ +          +   =  ૚ 
, ૚܆         , ૛܆ , ૜܆ , ૚܁ , ૛܁ ૜܁  ≥  ૙ 
Step (2) Make a table simplex 
First stage : 

 X1 X2 X3 S1 S2 S3 b 
Z -6 -8 -2 0 0 0 0 
S1 1 1 0 1 0 0 2 
S2 1 0 3 0 1 0 6 
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S3 0 1 0   0 0  1 1 
 
Second stage : 

 X1 X2 X3 S1 S2 S3 b 
Z -6 0 -2 0 0 8 8 
S1 1 0 0 1 0 -1 1 
S2 0 0 3 0 1 0 6 
X2 0 1 0 0 0 1 0 

 
Third stage : 

 X1 X2 X3 S1 S2 S3 b 
Z 0 0 -2 6 0 2 14 

X1 1 0 0 1 0 -1 1 
S2  0 0 3   -1 1   1 5 
X2 0 1 0 0 0 1 1 

 
 
Fourth stage : 
( Optimal solution ) 

 X1 X2 X3 S1 S2 S3 b 
Z 0 0 0 16/3 2/3 8/3 52/3 

X1 1 0 0 1 0 -1 1 
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X3 0 0 1 -1/3 1/3 1/3 5/3 
X2 0 1 0 0 0 1 1 

Because the objective function values are positive values and 
zero , it indicates that we've come to the optimal solution as 
follows : 

૚܆  =  ૚ , ૛܆  =  ૚ , ૜܆  =  ૞/૜ , ૚܁  = ૛܁   = ૜܁   =  ૙ 
The objective function = optimal profit  
Max  Z = ૟܆૚  +  ૡ܆૛  +  ૛܆૜  
Max  Z = 6 ( 1 ) + 8 ( 1 ) + 2 ( 5/3 ) 
Max  Z = 52/3 = 17.33 
 
Example (3-6 ) 
Find the optimal solution for ( L . P ) model using simplex method  
Max  Z = ૜܆૚  +  ૞܆૛  
   Sub . to  
               ૛܆૚  +  ૜܆૛  ≤  ૜૙  
               ૞܆૚  +  ૝܆૛  ≤  ૟૙  
, ૚܆                ૛܆  ≥ ૙  
 
Solution : 
Step (1) inequalities transfer to the standard form as follows : 
Max Z – ૜܆૚ –  ૞܆૛ +  ૙܁૚  +  ૙܁૛  =  ૙ 
Sub. to  
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          ૛܆૚  +  ૜܆૛  + ૚܁   =  ૜૙  
          ૞܆૚  +  ૝܆૛  + ૛܁   =  ૟૙ 
, ૚܆       , ૛܆ ,૚܁ ૛܁  ≥  ૙ 
 
Step (2) Make a table simplex : 
First stage : 

 X1 X2 S1 S2 b 
Z -3 -5 0 0 0 
S1 2 3 1 0 30 
S2 5 4 0 1 60 

 
Second stage : 
( Optimal solution ) 

 X1 X2 S1 S2 b 
Z 1/3 0 5/3 0 50 

X2 2/3 1 1/3 0 10 
S2 7/3 0 -4/3 1 20 

 
Because the objective function values are positive values and 
zero , it indicates that we've come to the optimal solution as 
follows : 
૚܆  =  ૙ , ૛܆ =  ૚૙ , ૚܁  =  ૙ , ૛܁  =  ૛૙  
The objective function = optimal profit  
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Max Z= ૜܆૚  +  ૞܆૛  
Max Z = 3 ( 0 ) + 5 ( 10 ) 
Max Z = 50  
 
 
Example ( 3-7 ) 
Convert the primal problem to the dual problem [13]: 
Max Z = ૞܆૚   +  ૚૛܆૛  +  ૝܆૜ 
Sub. to 
૚܆             +  ૛܆૛  +  ૜܆૜  ≤  ૞ 
           ૛܆૚ – ܆૛  +  ૜܆૜  =  ૛ 
, ૚܆             , ૛܆ ૜܆  ≥  ૙ 
Solution : 
  Primal problem                   Dual problem      

܈ ܠ܉ۻ =  ૞܆૚ + ૚૛܆૛
+ ૝܆૜ 

ᇱ܈ ܖܑۻ =  ૞܇૚ +  ૛܇૛ –  ૛܇૜ 

S.t 
૚܆       +  ૛܆૛  +  ૜܆૜  ≤  ૞  

      ૛܆૚ – ૛܆ +  ૜܆૜  ≤  ૛ 
      −૛܆૚ + – ૛܆ ૜܆૜  ≤  −૛ 

S.t 
૚܇      +  ૛܇૛ –  ૛܇૜  ≥  ૞ 

      ૛܇૚ – + ૛܇  ≤ ૜܇   ૚૛ 
       ૜܇૚  + ૜܇૛ – ૜܇૜ ≥ 
4 

And    X1 , X2 , X3 >= 0 And   Y1 , Y2 , Y3 >= 0 
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Example (3-8 ) 
Convert the primal problem to the dual problem  
܈ ܠ܉ۻ =  ૜܆૚ +  ૞܆૛ 
.܁  :ܗܜ
      ૛܆૚  +  ૟܆૛  ≤  ૞૙  
      ૜܆૚  +  ૛܆૛  ≤  ૜૞ 
      ૞܆૚ –  ૜܆૛ ≤  ૚૙  
૛܆                     ≤  ૛૙  
, ૚܆               ૛܆  ≥  ૙ 
Solution :   Dual problem  
Min Z' = ૞૙܇૚  +  ૜૞܇૛  +  ૚૙܇૜  +  ૛૙܇૝  
S. to     ૛܇૚ +   ૜܇૛  +  ૞܇૜  ≥  ૜ 
              ૟܇૚  +  ૛܇૛ –  ૜܇૜  + ૝܇ ≥  ૞ 
, ૚܇                  , ૛܇ ,૜܇ ૝܇  ≥  ૙ 
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 الملخص
الخطѧѧѧѧي ) هѧѧѧѧو أسѧѧѧѧلوب لتحقيѧѧѧѧق أفضѧѧѧѧل النتѧѧѧѧائج ( مثѧѧѧѧل أقصѧѧѧѧى قѧѧѧѧدر مѧѧѧѧن  البرمجѧѧѧѧة الخطيѧѧѧѧة ( تحسѧѧѧѧين

الأربѧѧѧѧاح أو بأقѧѧѧѧل تكلفѧѧѧѧه ) فѧѧѧѧي النمѧѧѧѧوذج الرياضѧѧѧѧي الѧѧѧѧذي يѧѧѧѧتم تمثيѧѧѧѧل العلاقѧѧѧѧات الخطيѧѧѧѧة المتطلبѧѧѧѧات . 
يا ، البرمجѧѧѧѧة الخطيѧѧѧѧة هѧѧѧѧي حالѧѧѧѧه خاصѧѧѧѧه مѧѧѧѧن البرمجѧѧѧѧة الرياضѧѧѧѧية (الحسѧѧѧѧابية الأمثѧѧѧѧل ) . أكثѧѧѧѧر رسѧѧѧѧم

ѧѧѧѧѧѧѧѧة لاسѧѧѧѧѧѧѧѧي تقنيѧѧѧѧѧѧѧѧة هѧѧѧѧѧѧѧѧة الخطيѧѧѧѧѧѧѧѧتف تمثالالبرمجѧѧѧѧѧѧѧѧوعية الاسѧѧѧѧѧѧѧѧة الموضѧѧѧѧѧѧѧѧة الخطيѧѧѧѧѧѧѧѧن وظيفѧѧѧѧѧѧѧѧادة م                   
والطريقѧѧѧة سѧѧѧم البيѧѧѧاني فѧѧѧي هѧѧѧذا العمѧѧѧل درسѧѧѧنا بعѧѧѧض الطѧѧѧرق لحѧѧѧل البرمجѧѧѧة الخطيѧѧѧة مثѧѧѧل الطريقѧѧѧة الر  

مفيѧѧѧѧدة الرسѧѧѧѧم البيѧѧѧѧاني  لها.طريقѧѧѧѧةتطبيقيѧѧѧѧة البسѧѧѧѧيطة والطريقѧѧѧѧة المزدوجѧѧѧѧة وأعطينѧѧѧѧا بعѧѧѧѧض الأمثلѧѧѧѧة ال
لمتغيѧѧѧرين أو أكثѧѧѧر ، حيѧѧѧث تسѧѧѧتخدم  االبسѧѧѧيطة مفيѧѧѧدة  طريقѧѧѧةالإذا كѧѧѧان لѧѧѧدينا متغيѧѧѧرين ، حيѧѧѧث تكѧѧѧون 

بواسѧѧѧطة اسѧѧѧتخدام الطريقѧѧѧة المبسѧѧѧطة الأمثѧѧѧل  الحѧѧѧل الطريقѧѧѧة المزدوجѧѧѧة إذا واجهنѧѧѧا صѧѧѧعوبة فѧѧѧي إيجѧѧѧاد
. 
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