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  سم الله الرحمن الرحيم  



لكمَُْ    ُ عمََ لُوا فسََيرََى ا ُ وَقُلْ اعمَْ ُ اَلِمِ الغَْيْبِ وَالشهَادَةِ وَرَسُو دونَ إِلىَ  ُونَ وَسَترَُ كمُُْ بِمَا كُنتمُْ تعَْمَلُونَ (وَالْمُؤْمِ ُنَ    )١٠٥سورة التوبة (  صدق الله العظيم    )١٠٥فَ



  الأهداء.....
  

  إلى...
  أنار برسالته ظلام الجاهلية الذي أول من نظر كلمة "اقرأ... سيد المرسلين 

  ")محمد وال محمد على صل اللهم(محمد "                  
  إلى...

  الذي كلما ذكر أسمهُ فاضت الدموع
  إلى...  "وطني الحبيب"                

  من أضاف إلى سنين الصبر صبراً ليراني كما يحب
  إلى...  "والدي العزيز"                

  الليالي على راحتيمن حملتني وهناً على وهن وسهرت 
  إلى...   "والدتي العزيزة"                  

          الأزهار التي معهم أحلى وأجمل الأيام التي لن أنساها
  إلى...  "زملائي وزميلاتي"                               

  كل من علمني حرفاً ليكون لي سلاحاً بوجه الظلام
    "أساتذتي الأفاضل"                

    ...وفقنا به ربنا حباً واعتزازاً إليكم جميعاً أهدي ما 



  شكر وتقدير ...
  

  الحمد والشكر له على تيسير وإكمال هذا البحث، والصلاة والسلام على رسولنا الكريم 
  ) الذي نور لنا الطريق القويم وبعد...اللهم صل على محمد وال محمدمحمد (

 الذي )جنان حمزة(ة الدكتور  ةالمشرف نا وتقديرنا الى أستاذتنايشرفنا أن نقدم جميع شكر
الدور الفاعل في العون والدعم والاسناد  بالأشراف على هذا البحث، وكان له تتكرم

والصبر الطويل في تذليل الكثير من صعوبات البحث والعناية بمتابعة وفحص وتدقيق كل 
  الله كل خير وأبقاه ذخراً للبحث العلمي. االتفاصيل، التي تخص البحث، فجزاه

  الرياضيات وأتوجه بالشكر الجزيل والاحترام والمحبة، إلى أساتذة قسم
  الذين أخذوا بيدي في طريق الخير والعلم والمعرفة فجزاهم الله خير الجزاء...

  ومن الله التوفيق...
  
  

  ةالباحث
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Introduction 



We  offer in  this  research  subject  on  modes  of  
convergence  that  represents  by  the  convergence  in  
distribution, convergence  in probability, Convergence 
almust shurly  and  convergence in rth mean  such  that 
There is only one sense in which a sequence of real numbers 
( )  ∈  is said to converge to a limit. Namely,  →  if for 
every > 0 there exists a positive integer N such that the sequence 
after N is always within  of the supposed limit a. In contrast, the 
notion of convergence becomes somewhat more subtle when 
discussing convergence of functions. In this note we briefly 
describe a few modes of convergence and explain their relationship 
In this research  we  introduce  some  theorems. about  this  
like  weak law  of  large  number, strong  law  of  large  
number  and  the  central limit theorem  .We  express some 
examples  about  this  subject.  
 
 
 
 
1.Convergence in Distribution  
 Let  and  be the distribution functions of   and , 
respectively the sequence of random variables { } is said to 
converge in distribution to random variable X  as  →  ∞ if 



lim  → ( ) = ( )……..(1) 
 For all  ∈  and  is a continuity points of F. We write          

 →    →   
 
Example(1): 
Let  denote the nth order statistic of a random sample 

, , … …   from a distribution having 
Probability density function: 

( ) =  1 ,        0 < < , 0 < < ∞ 
  =0 elsewhere. 
 Show that the sequence of nth order statistics { , =
1,2,3, … } convergence in distribution to a random variable that has 
degenerate distribution at the point = . 
 
 
Solution: 
The pdf of  is: 

( ) = ( ) = ( )   ( ) 

= ( )   1 =  1 1 



= [ 0]  1 =   1 

=   1 =   
The p.d.f. of  is 

( ) = ,   0 <   < , 
                             = 0 elsewhere, 
The distribution function of  is: 

( ) = ( ) =  =   0 = ,     0 <
<  

we get, 
( ) = 0,        < 0 

( ) =     ,      0 ≤ <  
= 1,      ≤ < ∞ 

Then: 
lim → ( ) = 0,     − ∞ < <  

= 1,    ≤ < ∞ 
( ) = 0,           − ∞ < < , 

= 1,      ≤ < ∞ 
 



is a distribution function moreover,  
lim → ( ) = ( ) 

The above distribution is degenerate distribution at the point = . 
Example(2): 
Let  denote the nth order statistic of a random sample from the 
uniform distribution having pdf 

( ) = 1 ,      0 < < ,    
0 < < ∞, 

         =0 elsewhere. 
Let = ( − ). Show that the sequence of nth order statistic 
{ , = 1,2,3, … } convergence in distribution to a random 
variable that has an exponential distribution with mean . 
Solution:  

( ) = ( ) = ( )   ( ) 

= ( )   1 =  1 1 

= [ 0]  1 =   1 

=   1 =   

Let = ( − ) → = −  → = −  



 The pdf of  by using the transformation technique to get 
the following 

ℎ ( ) = = − =    − =    
and the distribution function of  is 

( ) = ℎ ( ) = ( − )  = −  ( − )
 

 
 

= − 1 −   
 

= 1 − 1 −  , 0 ≤ ≤  

lim→ ( ) =  lim→  1 − 1 −  = 1 − lim→ 1 −   

= 1 − lim→ 1 −  = 1 − = ( ) 

∴ lim→  ( ) = ( ) = 1 −  
The above distribution is an exponential distribution with mean . 
2. Convergence in Probability 
 The sequence of random variables , … .  converges in 
probability to constant c, denoted 

 →   
If 
lim  → [| − | < ] = 1........(2) 



or, equivalently, 
lim  → [| − | ≥ ] = 0…….(3) 
That is, if the limiting distribution of , … .  is degenerate at c.  
 
Theorem(1)(Weak Law of Large Numbers) 
 Suppose that , … .  is a sequence of i.i.d. random variables 
with expectation  and finite variance . Let  be defined by 

= 1  

then, for all > 0, 
lim → [| − | < ] = 1 

that is,  →  , and thus the mean X1……Xn convergence in 
probability of  
 Proof. Using the properties of expectation, it can be shown that  
has expectation  and variance , and hence by the chebychev 
inrquality, 

[| − | ≥ ]  ≤     →   0               as → ∞ 
for all > 0. Hence  

[| − | < ]    →    1               as → ∞ 
and  →  . 



 
 
 
Example(3): 
Let  ~ ( , ). Show that  convergence in probability to p (that 
is  →  ).  
Solution:  
To prove  convergence in probability to p 

We must prove lim → [ − ≥ ] = 0 

− ≥ = (| − | ≥  ) 

For any > 0 let = (1 −  → 

= (1 − ) =  √  
(1 − ) 

where var ( )= (1 − ) 

− ≥ = (| − | ≥  ) 

= | − | ≥ (1 − )  ≤ √  
( )

  by chebyshev's  

 
theorem,  



∴ − ≥ ≤ 1
√  
(1 − )

 

Take the limit of two sides: 

lim →  − ≥ ≤ lim →
1

√  
(1 − )

= 0 

∴ lim →  − ≥ = 0 

∴  →   
Example(4):  
   Let  ~ ( , ). Show that 1 −  convergence in probability to      
1–p (that is 1 −  →  1 − ).  
Solution:  

1 − − (1 − ) < = 1 − − 1 + <  

= − + < = (−1) − <  

= |−1| − < = − <  
= (| − | < ) 

By last example, we get 



lim →  1 − − (1 − ) <   
   = lim →  − < = 1   

∴ lim →  1 − − (1 − ) <  = 1 

∴ 1 −    →  1 −  
3.Convergence Almost Surely (Convergence with 
Probability one)  
The sequence of random variables , … .  converges almost 
surely to random variable x, denoted 

  .     
If  

lim →  | − | < = 1,……..(4) 
That is, if =  | : ( )  →   ( )|, ℎ  ( ) = 1. 
 
Theorem(2) (Strong Law of Large Numbers) 
Suppose that , … .  is a sequence of i.i.d. random variables with 
expectation  and (finite) variance  let  be defined by 

= 1  

Then, for all > 0 



lim →  | − | < = 1, 
 

4.Convergence in  Rth Mean 
The sequence of random variables , … .  converges in rth mean to 
random variable X, denoted 

   →    
If 

lim  → [| −  |r]……..(5) 
For example, if 
lim  → |( − ) | = 0……..(6) 
Then we write 

      
 In this case, we say that | | converges to X in mean-square or in 
quadratic mean.  
Theorem(3):  
For  > ≥ 1, 

                         ⟹                                         
Proof.  

[| − | ]    ≤    [| − | ]   
so that 

[| − | ]    ≤    [| − | ]     →   0  



as   →    ∞, as < , thus 
[| − | ]  →   0 

and    
Note: the converse does not hold in general.  
 
Example(5):  
Let  ~  0, . ℎ  ℎ  

 →  0,    ≥ 1. 
Solution:  
The PDF of  is given by 

( ) =       0 ≤  ≤ 1
0            ℎ

 
We have 

(| − 0| ) =    
= 1

( + 1)   → 0,            ≥ 1. 
 
5.Relating the Modes of Convergence 
Theorem4: 
For sequence of random variables , … . , following 
relationships hold 
 



 .  
              →  ⟹  →    

 →  
     So almost sure convergence and convergence in rth mean for 
some r both imply convergence in probability, which in turn 
implies convergence in distribution to random variable X.  
No other relationships hold in general. 
That is ,we can prove that 
(a) xn 

.  x⟹ xn  → x 
(b) xn → x⟹ xn → x 
( c) xn  → x ⟹ xn  → x 
Proof. 
( )  .   ⟹  →  , suppose . ,   and let ϵ> 0 then 

[| – | < ]  ≥  [| – | < , ∀   ≥ ] 
as, considering the original sample space, 
( : | ( ) − ( )| < , ∀  ≥ ) ∁ ( : | ( ) − ( )| < )  
But, as . , – < , ∀  ≥  → 1,   
as → ∞, so after taking limits in equation (1),we have 

lim → [| – | <  ] ≥ lim → [| – | < , ∀ ≥  ] = 1 
and so: 



lim → [| – | <  ] = 1                        ∴  →   
(b)  →  ⟹  →  . suppose → ,  and let ϵ >  then, 
using an argument similar to chebychev's Lemma. 

E  
Taking limits as  → ∞, as  → , – r   → 0 
as  → ∞, so therefore, also, as  → ∞, 

[| − | > ] → 0              ∴                →   
( )  →  ⟹  →  , suppose  → ,  and let > 0, 
denote, in the usual way, 

( ) = [ ≤ ]                   and                ( ) = [ ≤ ]        
   Then, by the theorem of total probability, we have two 
inequalities 

 ( ) = [ ≤ ] = [ ≤ , ≤ + ] + 
[ ≤ , > + ] ≤ ( + ) + [{| − ] > ] 

( − ) = [ ≤ − ] = [ ≤ − , ≤ ] + 
[ ≤ − , > ] ≤ ( ) + {[ − ] > ]. 

as       ⇒    ( )  ≤ ( ) yields 
[ ≤ , ≤ + ]   ≤ ( + )      

      [ ≤ −  ≤ ] ≤ ( ). 
Thus 



( − ) − [| − | > ] ≤ ( ) 
≤ ( + ) + [| − | > ] 

and taking limits as  →   ∞ (with care; we cannot yet write 
lim → ( ) 

as we do not know that this limit exists) recalling that  →  , 
( − )  ≤  lim →  ( )  ≤ lim →  ( )  ≤  ( + ) 

Then if  is continuous at , ( − ) →   ( )  
( + ) → ( )  → 0, and hence 

 ( ) ≤  lim →  ( )  ≤ lim →  ( ) ≤  ( ) 
and thus ( )  →  ( ) as  → ∞. 

 
Theorem (5):Central Limit Theorem 
Let X1,...,Xn be iid random variables with E[Xk] = µ and Var(Xk) = σ2 < 
∞, Then 

  √ (Yn − µ)  → N (0,σ2)……… (7) 
where .  
Proof. 
It is sufficient to prove that 

 
Let   ). The moment generating function of Zn is 

  n 



MZn(s)    E[esZn] = E [e s √  (  
   )  ]=                 

E[ √⁄    (Xk−µ)  ] 

By Taylor approximation, we have 

 
Therefore, 

, 
as n → ∞. To prove (a), we let . Then, log
), and by Taylor 
approximation we have 

. 
Therefore, 

.   
As a corollary of the Central Limit Theorem, we also derive 
the following proposition. 

 
Example(6): 
 Let  denote the mean of a random sample of size 75 from the 
distribution that has the pdf: 

 K=1 



( ) = 1       0 < < 10      ℎ . 
Find P (0.45 <   < 0.55) 
 
Solution: 

⟹  = ( ) =  ( ) = = 1
2. 

( ) = ( ) = = 1
3 

⟹ = ( ) − ( ) = 1
3 − 1

4 

= 4 − 3
12 = 1

12 

∴ = 75 ⟹ √ = √75 

(0.45 < < 0.55) =  (√ (0.45 − ) < 

√ ( − ) < √ (0.55 − )) 

= (√75(0.45 − 12
112

< √75( − 12
112

< √75(0.55 − 12
112

<) 

= (−1.5 < < 1.5) = ( < 1.5) −  ( < −1.5) 
( < 1.5) − (1 − ( < 1.5)) 



From below table normal distribution, we have 
 
Example(7) : 
 Let , , … . . ,  be independent and identically random sample 
from  (1, ) where = 0.5 such that  denote a mean of a 
random sample of size 100 from this distribution. Find (47.5 <

< 52.5) where = ∑  i.e, find the approximate value of 
(47.5 < < 52.5) where = ∑  when one uses the central 

limit theorem. 
 
Solution: 

, ( ) = = (1) = = 0.5 
 ( ) = = (1) =  

= (1 − ) = 0.5(1 − 0.5) = 0.25 
= 100 →   √ = 25 

We get 

( ) = = ( )  

= = = (100)(0.5) = 50 

( ) =  =  ( ) 



= = = (100)(0.25) = 25 

∴ = ∑ − (∑ )
∑

= −  ~ (0.1) 

(47.5 < < 52.5) = 47.5 − < − < 52.5 −  

= 47.5 − 50
5 < − 50

5 < 52.5 − 50
5  

(−0.5 < < 0.5) = ( < 0.5) − ( < −0.5) 
( < 0.5) − 1 − ( < 0.5)  

From the table normal distribution, we have 
(47.5 < < 52.5) = ( < 0.5) − 1 − ( < 0.5)  
= 0.691 − (1 − 0.691) = 0.691 − 0.309 = 0.382 

Example(8): 
Let ~ (6.1) and ~ (7.1). find ( > ). 
Solution: 
Since ( > ) = ( − > 0) = 1 −  ( − ≤ 0) 

∴ − ~ (6 − 7. 1 + 1) ⟹ − ~ (−1.2) 
∴ ( > ) = ( − > 0) = 1 − ( − ≤ 0) 

= 1 − (( − ) − (−1)
√2 ≤ 0 − (−1)

√2 ) 



= 1 − ≤ 1
√2 = 0.24 

Example(9): 
 Let , , … . . ,  be a random sample of size n=25 from a 
population that has a mean = 71.43 and variance   = 56.25. 
let  be the sample mean. What is the probability that the sample 
mean is between 68.91 and 71.97? 
 
Solution: 
Since, ( ) = ∑ = = 71.43 

( ) = ∑ = = 56.25
25 = 2.25 

(68.91 ≤  ≤ 71.97)

= 68.91 −
√

< −
√

< 71.97 −
√

 

= 68.91 − 71.43
√2.25 < − 71.43

 √2.25 < 71.97 − 71.43
√2.25  

= (−0.68 < < 0.36) = ( < 0.36) − ( < −0.68) 
 

( < 0.36) − 1 − ( < 0.68) = 0.5941 
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