Ministry of Higher Education and Scientific Research
University of Babylon

College of Education for Pure Sciences

Mathematics department

Density-Based Spatial Clustering of
Applications with Noise (DBSCAN)

A research submitted to the Council of the University of Babylon,
College of Pure Sciences, Department of Mathematics, from the
requirements of obtaining a bachelor's degree

By
Zahraa Kazem Khalif

Supervised by
Amera Abdul Wohid Funjan

2023 A.D 1444 A.H



N\ U U [P

Al Lo dlale 5 4815 s e S O35
T T (A PN T R SR P PR TN
Uulse chle A Jiad G857 alaS (S5

asdaall ) 3aa

(VT )4/ el 5 ) gus



s> dae 522 Jls a2 e daa adl

@ o Lt sl ol 55 o) S ) (gl b sl el S ) g
O Sle e, s Vo b Gl pand Vs )l Y Gl ) O e e b
pry S5SE Y 5 e e Gl Y 5 (g ghl) ey Jaas

e s ¥ sa bl lal ie 1)) aload Y e a3 (e i) a5 ke ¥

((L;);_'\L..g\jégég_h.m\c._a\.big\j

Qg sl o juany Al 45 say g AS Hlall dillay clie axiip dla ) (3L Laie
iy g Ghlf jadlal 5 Gl Baa dlie pawy (ol clalal il = 855 (il
Jmd ) lSLED Ja JaY Yo Iad Al 81 Y 481 ailalie 4y ) ALl
calin I LAl s ol @l ) Jaal Jads WLl Jaailh dlasd 5 g Lail 5 clialal

1ail) 4l aSal 5 515 sy (8) el s yuasl

gzmj‘;;@d;m\ BEITL
WSy S da il i)

L1



e 5 aaa L Cpla pall 5 oLl Cayil e a3l g 33ball 5 Guallall (o) b deall
g el a s ) Gluals aga (e g dasaa g 4l
daal) ald alingy Jaadl 128 Sla) LT s aliad e Mad & Sl 3l

VAT Yl

ety ¥l e i Y A a8 ) S el ) el Sl o)
sl el Qlall g el ) Jiall calia grie Glae Jely Slel ) Tad lagi
@2 <l Al el ) Jaaliall gall 5 #laill o)) sie 5 #USH ey s 8 55l
Al ol sl A8 ) 5 Jatall Jal 5 8hal) dany ) Ledling iilaa g (8 Caamiid
Ul ganay (0 () (a0 (1 sa) AU Joaall 5 ASHAD) o gaill 5 48 piall S SY )
o S a3 S G JemliY) Ll Gua IS Sl Lsselay 3kl
e s Hhna y Sliaal g Jlile ¢ mlailly all I i ge IS (J sleas
2385 Lpen gl elanadl anay oS1T S5 ol f puadilialac Y 50Kl Sl Dl )
my ) pediing g agd Gl Oy s Jleels WY A e Lial 5 Jioall SalL agl
s G aeall ) QLY LS (d o g IS Bl Y

aa) gllase 5 jaal) 3 8ol 8 phe Ay el gl aa e ST SEIL 4 il
and ) Sl & ety il Al ey Jidll agd aay 0odl) s3LLY) JS 5 o(olas
anse Sl cCanll 138 e o piial) sXLLOU il KA a8l S (bl )l
JS (8 pgineluas Ll s ULl Cilarall oty 53 uead (JiL) dasls 3,10Y Lial
L Ol gl 8 alad) Calla g A jall Lagy e 3licad agaiad () Lgild e 1) ) 5aY)

in



il giaall

Contents page
) I
claay) 11
ol 5 S 11
<l siaal) 1A%
Abstract 1
Chapter One
Introduction
Subject Subject Page
number
1.1 Introduction 2
1.2 Motivation 2
1.3 Why does clustering work? 2
1.4 What is the cluster? 3
1.5 Classification vs clustering 3

Chapter two

Density-Based Spatial Clustering of Applications with Noise (DBSCAN)

and K-means Clustering

2.1 Density-Based Clustering Algorithms 5
2.2 Algorithmic steps for DBSCAN clustering 6
23 Why do we need a Density-Based clustering algorithm like 8
DBSCAN when we already have K-means clustering?
24 What is the difference between K-Means and DBSCAN? 9
2.5 Pros and Cons of DBSCAN 11
2.6 Conclusion 12
References

i




Abstract

Clustering technology has important applications in data mining, pattern recognition,
machine learning and other fields. However, with the explosive growth of data,
traditional clustering algorithm is more and more difficult to meet the needs of big data
analysis. How to improve the traditional clustering algorithm and ensure the quality and
efficiency of clustering under the background of big data has become an important
research topic of artificial intelligence and big data processing. The density-based
clustering algorithm can cluster arbitrarily shaped data sets in the case of unknown data
distribution. DBSCAN is a classical density-based clustering algorithm, which is widely
used for data clustering analysis due to its simple and efficient characteristics. The
purpose of this paper is to study DBSCAN clustering algorithm based on density. This
paper first introduces the concept of DBSCAN algorithm, and then carries out
performance tests on DBSCAN algorithm in three different data sets. By analyzing the
experimental results, it can be concluded that DBSCAN algorithm has higher
homogeneity and diversity when it performs personalized clustering on data sets of non-
uniform density with broad values and gradually sparse forwards. When the DBSCAN

algorithm's neighborhood distance eps is 1000, 26 classes are generated after clustering.



Chapter One

Introduction



1-1. Introduction

Clustering is the task of dividing the unlabeled data or data points into different
clusters such that similar data points fall in the same cluster than those which differ from
the others. In simple words, the aim of the clustering process is to segregate groups with
similar traits and assign them into clusters. Clustering is a type of unsupervised learning
method of machine learning. In the unsupervised learning method, the inferences are
drawn from the data sets which do not contain labelled output variable. It is an
exploratory data analysis technique that allows us to analyze the multivariate data sets.
Clustering analysis is an unsupervised learning method that separates the data points into
several specific bunches or groups, such that the data points in the same groups have
similar properties and data points in different groups have different properties in some
sense. Clustering analysis is broadly used in many applications such as market research,
pattern recognition, data analysis, and image processing. Clustering can also help
marketers discover distinct groups in their customer base. And they can characterize their

customer groups based on the purchasing patterns.
1-2.  Motivation

DBSCAN is a clustering method that is used in machine learning to separate clusters of

high density from clusters of low density.[1]

1-3.  Why does clustering work?
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Figure 1-1: Clustering Work



Hierarchical clustering algorithm works by iteratively connecting closest data points to
form clusters. Initially all data points are disconnected from each other; each data point is
treated as its own cluster. Then, the two closest data points are connected, forming a
cluster as figure ( 1-1) [2].
1-4.  What is the cluster?

Cluster is the collection of data objects which are similar to one another within the
same group (class or category) and are different from the objects in the other clusters.
Clustering is an unsupervised learning technique in which there is predefined classes and
prior information which defines how the data should be grouped or labeled into separate

classes.

Centroid-based Clustering.
Density-based Clustering.
Distribution-based Clustering.

Hierarchical Clustering.[3]

1-5.  Classification vs clustering

Classification is a supervised learning and the model learns a method for predicting
the instance class from a pre-labeled (classified) instances while clustering is an
unsupervised learning and the model tries to find “natural” grouping of instances for a
given unlabeled data. Clustering allows us to find hidden relationship between the data

points in the dataset.
Examples:

1. In marketing, customers are segmented according to similarities to carry out targeted

marketing.

2. Given a collection of text, we need to organize them, according to the content

similarities to create a topic hierarchy



3. Detecting distinct kinds of pattern in image data (Image processing). It’s effective in

biology research for identifying the underlying patterns.
How do we define good Clustering algorithms?

High quality clusters can be created by reducing the distance between the objects in the
same cluster known as intra-cluster minimization and increasing the distance with the

objects in the other cluster known as inter-cluster maximization.

Intra-cluster minimization: The closer the objects in a cluster, the more likely they belong

to the same cluster.

Inter-cluster Maximization: This makes the separation between two clusters. The main

goal is to maximize the distance between 2 clusters.
What is the best clustering algorithms
Top 10 clustering algorithms (in alphabetical order):
1. BIRCH (Balanced Iterative Reducing and Clustering using Hierarchies)
2. DBSCAN (Density-Based Spatial Clustering of Applications with Noise)
3. Gaussian Mixture Models (GMM)
4. K-Means.
5. Mean Shift Clustering.
6. Mini-Batch K-Means.
7. OPTICS.

8. Spectral Clustering.[4]



Chapter Two

Density-Based Spatial Clustering of Applications
with Noise (DBSCAN) and K-means Clustering



2-1.Density-Based Clustering Algorithms

Density-Based Clustering refers to unsupervised learning methods that identify
distinctive groups/clusters in the data, based on the idea that a cluster in data space is a
contiguous region of high point density, separated from other such clusters by contiguous
regions of low point density.
Density-Based Spatial Clustering of Applications with Noise (DBSCAN) is a base
algorithm for density-based clustering. It can discover clusters of different shapes and

sizes from a large amount of data, which is containing noise and outliers.
The DBSCAN algorithm uses two parameters as figure ( 2-1):

e minPts: The minimum number of points (a threshold) clustered together for a region
to be considered dense.

e eps (€): A distance measure that will be used to locate the points in the neighborhood
of any point.

These parameters can be understood if we explore two concepts called Density

Reachability and Density Connectivity.

Reachability in terms of density establishes a point to be reachable from another if it lies
within a particular distance (eps) from it.

Connectivity, on the other hand, involves a transitivity based chaining-approach to
determine whether points are located in a particular cluster. For example, p and q points
could be connected if p->r->s->t->q, where a->b means b is in the neighborhood of a.

There are three types of points after the DBSCAN clustering is complete:



Core point

Noise point Border poin

O

Figure 2-1: DBSCAN Technique

Core — This is a point that has at least m points within distance n from itself.
Border — This is a point that has at least one Core point at a distance 7.
Noise — This is a point that is neither a Core nor a Border. And it has less

than m points within distance »n from itself.[5]

2-2. Algorithmic steps for DBSCAN clustering

The algorithm proceeds by arbitrarily picking up a point in the dataset (until all points
have been visited) as figure (2-2 ).

If there are at least ‘minPoint’ points within a radius of ‘€’ to the point then we
consider all these points to be part of the same cluster.

The clusters are then expanded by recursively repeating the neighbourhood calculation

for each neighbouring point [6][7].



epsilon = 1.00
minPoints = 4

epsilon =100
minPoints = 4




epsilon =100
minPoints = 4

Figure 2-2: DBSCAN Clustering Steps

2-3. Why do we need a Density-Based clustering algorithm like DBSCAN when we

already have K-means clustering?

K-Means clustering may cluster loosely related observations together. Every
observation becomes a part of some cluster eventually, even if the observations are
scattered far away in the vector space. Since clusters depend on the mean value of cluster
elements, each data point plays a role in forming the clusters. A slight change in data
points might affect the clustering outcome. This problem is greatly reduced in DBSCAN
due to the way clusters are formed. This is usually not a big problem unless we come
across some odd shape data. Another challenge with k-means is that you need to specify
the number of clusters (“k™) in order to use it. Much of the time, we won’t know what a

reasonable k value is a priori.

What’s nice about DBSCAN is that you don’t have to specify the number of clusters to
use it. All you need is a function to calculate the distance between values and some
guidance for what amount of distance is considered “close”. DBSCAN also produces
more reasonable results than k-means across a variety of different distributions. Below

figure ( 2-3 ) illustrates the fact:[8],[9]



DBSCAN

k-means

Figure 2-3: Comparison between DBSCAN and K-means Clustering

2-4. What is the difference between K-Means and DBSCAN?
o K-Means

K-means clustering is the partitioning algorithm. K-means recreates each data in the
dataset to only one of the new clusters formed. A data or data point is assigned to the

adjacent cluster using a measure of distance or similarity.

In k-means, an object is generated to the nearest center. It can define cannot-link
constraints, and it modifies the center assignment process in k-means to the closest

applicable center assignment.

When the objects are created to centers in sequence, at each step it can provide the
assignments so far do not disorganize some cannot-link constraints. An object is created

to the closest center therefore the assignment respects some cannot-link constraints
[6][10].
e DBSCAN

DBSCAN represents Density-Based Spatial Clustering of Applications with Noise. Itis a

density-based clustering algorithm. The algorithm improves regions with adequately



high density into clusters and discovers clusters of arbitrary structure in spatial databases

with noise. It defines a cluster as a maximum set of density-connected points.

A density-based cluster is a set of density-connected objects that is maximal regarding

density-reachability. Each object not contained in some cluster is considered to be noise.

DBSCAN checks for clusters by checking the e-neighborhood of every point in the
database. If the e-neighborhood of a point p contains more than MinPts, a new cluster
with p as a core element is produced. DBSCAN iteratively assemble precisely density-
reachable objects from these essential element, which can include the merge of a few
density-reachable clusters. The process eliminates when no new point can be added to

any cluster Table ( 2-1 ) shows that [12][13].

Table 2-1. Comparison between K-Means and DBSCAN.

K-Means DBSCAN

K-means generally clusters all the DBSCAN discards objects that
objects. it defines as noise.

K-means needs a prototype-based DBSCAN needs a density-
concept of a cluster. based concept.

K-means has difficulty with non- DBSCAN is used to handle
globular clusters and clusters of clusters of multiple sizes and
multiple sizes. structures and is not powerfully

influenced by noise or outliers.

K-means can be used for data that has DBSCAN needed that its
a clear centroid, including a mean or definition of density, which

median. depends on the traditional

10



K-Means

K-means can be used to sparse, high

dimensional data, including file data.

The basic K-means algorithm is
similar to a statistical clustering
approach (mixture models) that

consider all clusters come from

spherical Gaussian distributions with

several means but the equal covariance

matrix.

2-5. Pros and Cons of DBSCAN

Pros:

DBSCAN

Euclidean concept of density,

be significant for the data.

DBSCAN generally
implements poorly for such
information because the
traditional Euclidean definition
of density does not operate well

for high dimensional data.

DIISCAN creates no
assumption about the

distribution of the record.[10]

e Does not require to specify number of clusters beforehand.

e Performs well with arbitrary shapes clusters.

e DBSCAN is robust to outliers and able to detect the outliers.

11



Cons:
o In some cases, determining an appropriate distance of neighborhood (eps) is not easy

and it requires domain knowledge.

o If clusters are very different in terms of in-cluster densities, DBSCAN is not well
suited to define clusters. The characteristics of clusters are defined by the
combination of eps-minPts parameters. Since we pass in one eps-minPts combination
to the algorithm, it cannot generalize well to clusters with much different densities

[14].

2-6. Conclusion

Density-based clustering algorithms can learn clusters of arbitrary shape, and with the
level set tree algorithm, one can learn clusters in datasets that exhibit wide differences in
density.
However, I should point out that these algorithms are somewhat more arduous to tune
contrasted to parametric clustering algorithms like K-Means. Parameters like the epsilon
for DBSCAN or for the level set tree are less intuitive to reason about compared to the
number of clusters parameter for K-Means, so it’s more difficult to choose good initial

parameter values for these algorithms.

12
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