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Abstract 

There are a number of techniques to adapt TCP/IP to ATM network environments because 

of high speed communication by ATM and the reliability of TCP/IP. Serious performance 

degradations occur when TCP/IP adapted to ATM, especially when the utilization of network 

resources is high. The previous techniques that attempt to patch up TCP\IP over ATM are 

depended on switch-level enhancements so they have limited success in alleviating 

performance degradations problem. In this work, a proposed algorithm is designed that 

operate at AAL5 layer, that algorithm is named as Adding Identification number and 

Matching (AIDM) algorithm. The resulted transport protocol from using AIDM algorithm is 

named as Improved TCP Reno. AIDM algorithm is presented and a simulation result is 

compared with other adaptation of TCP\IP over ATM. Visual Basic (VB6) programming 

language is used for coding TCP traffic over ATM simulator. This simulator illustrate how 

AIDM algorithm operate, how AIDM used to enhance network performance and how it 

reduced the period of time required to recover the lost cells in comparison with TCP Reno.  

Keywords: Computer Networks, ATM Networks, ATM Traffic Control, TCP\IP protocol. 

 

 الخلاصة

والسبب  في للبي ودبود ال السباعة الداليبة البز وت بب   با  ATM لفي بيئة شبكات ا TCP/IPبوحود عدد من التقنيات الخاصة بتبني شبكات 

 ال أنخفبا  وقبود ATMود ل مع عندما  TCP/IPل الدراسات السابقة بينت انَّ ا TCP/IP. لبالاضافة ال الموثوقية الز وت ي   ا اATM ل ا

 Switch-Level), التقنيببات المقةحببة مسببل  سببينات مفتببا  المسببتو  وخاصببة في الكبببكات الببز اتبباا باسببتصدار عببا  لم ببادر ا واضببفي في الادا 

Enhancements )ل نجاحاً محدوداً في تخفيف المككلة. انَّ الجو ا الخباص با امتلكت TCPُقةر   و خوارامية الاضافة لارقار التداوف والم
طابقة الم

(AIDMو  ير ع لية اسةجاع كفوئبة حببتج لدبل الادا  الخباص ببا )لTCP/IP   تم تقبد  خواراميبة البحبتج  ااقبل حساسبية لفقبدان الخ.وبا. في  ب

قبة  TCP للونظاة عامه عن الخ ائص الاساسية   AIDMلا
ُ
حسن. وقدمت نتائج المحاكباة البز تببل التفبوذ الب   وت يب  ببه ال وتوكبو  الم

ُ
عنبدما  الم

 TCP trafficل )( في كتابببة بانببامج اVB6. تبببا اسببتصدار للببة ال  ببة)ATM لبإسبتصبببدار ا TCP/IPوقببارن مببع التبنيببات الاخبباب الخاصببه بببب

over ATM simulatorببة و كيفية استصدامها في  سل ادا  الكبكة وتقليبل الفبةة ال منيبه المطلو  مُقةحةل( ال   ووضفي كيفية ع ل الخوارامية ا

 . TCP Reno)لاسةجاع الخ.وا المفقودة بالمقارنة مع ال وتوكو  السابق و و )
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1- Introduction 

In this paper a new algorithm is designed and 

named as "Adding Identification number and 

Matching" (AIDM) algorithm. This algorithm 

makes a minor modification on AAL5 layer, 

where AAL5 layer operates as an interface 

between IP layer and ATM layer. The transport 

protocol that uses AIDM algorithm named as 

Improved TCP Reno. That proposed TCP is 

also discussed in this paper.  

There are some related works as in 1998, 

Charalambous P. Charalambos and et al they 

studied the effect of various noisy Bandwidth-

Delay-Product (BDP) connections on TCP 

performance and they tested three transport 

protocol implementations: TCP Reno, TCP 

New Reno, and TCP SACK. Their results show 

that in cases where noisy BDP networks and 

high speed satellite links are established, 

throughput obtained by TCP Reno, TCP New 

Reno, and TCP SACK end systems is very low 

(about only 1% of the optimal throughput), 

showing that none of the tested TCP protocols 

are able to recover under these conditions. In 

such cases, TCP SACK delivers 36.5% 

performance improvement over TCP Reno, and 

TCP New Reno delivers 6.4% performance 

improvement over TCP Reno. As the channel 

BER drops, the performance improvement, 

throughput, and channel utilization of TCP 

SACK and TCP New Reno over TCP Reno 

increases. In all cases, TCP SACK is more 

efficient than TCP New Reno and TCP Reno, 

because of its ability to recover from multiple 

losses faster than the other two protocols under  

 

test; they use test bed to extract result [1]. 

In 2003, Azer Bestavros and Gitae Kim, 

presented TCP Boston, a novel, fragmentation-

tolerant TCP protocol, especially suited for 

ATM network environments. TCP Boston 

integrates a standard TCP/IP protocol (such as 

Reno or Vegas) with a powerful encoding 

mechanism based on AIDA. They have 

presented their implementation of TCP Boston 

and have shown its performance superiority 

when compared to TCP techniques that are 

more vulnerable to fragmentation, namely TCP 

Reno and TCP Reno with EPD switch-level 

enhancements. Their performance evaluation 

was done in two steps. They first provided them 

with basic simulation results for a congested 

ATM switch by use the LBNL Network 

Simulator (ns), whereas the second allowed 

them to analytically predict the wasted 

bandwidth for TCP Boston, Reno, and Reno 

with EPD in a multi-hop network [2]. 

From the given survey one can notice that no 

works has been done on improving the 

efficiency of TCP over ATM through minor 

modifications on the AAL5 work, so, this paper 

will work on that side, where a transport 

protocol is suggested, named as Improved TCP 

Reno. At the core of that proposed protocol is 

"Adding Identification Number and Matching" 

(AIDM) algorithm. AIDM try to make TCP/IP 

performance less sensitive to cell losses through 

its ability to use partial delivered packet and ask 

sender to retransmit lost cells only, thus 

enhancing the performance of TCP in ATM.. 
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2- AIDM algorithm 

This algorithm is designed to reduce effects 

of cell loses on the TCP performance. This 

algorithm work at the AAL5 layer and its 

essential job is to reduce side effect of 

fragmentation. AIDM is a technique that adds 

minimal redundancy to each cell. To explain 

how AIDM works, suppose there is a packet P 

of a data object has to be transmitted, and P 

consist of M cells. By using AIDM algorithm 

packet P is divided into M fixed size cells and 

ID number is added for each cell. The resulted 

N cells are stored at sender's buffer to be used 

for recovering purposes if any cell lost through 

transmission process 

Now resulted cells are ready for transmission 

through ATM network. At receiver side, the 

initial/final ID number is used to create 

matching pattern named as Actual Pattern (AP). 

And another pattern is made from ID number 

that extracted from the received cells; this 

matching pattern is named as Extracted Pattern 

(EP). If any cells lost the receiver will discover 

that by matching the AP pattern with EP. After 

matching the lost cells are discovered then ask 

sender to retransmit those lost cells only. When 

the sender receive negative acknowledge with 

ID numbers of lost cells, it looks for these cells 

in its buffer to retransmit them to the 

destination. Figure (1) shows the flowchart of 

division and reconstruction operations of 

AIDM algorithm. 

3- AIDM Characteristics 

The fragmentation problem occurs when a 

cell is lost en route, So the receiver could not 

perform the reconstruction process for the 

packet to which that cell belonged, unless the 

lost cell belong to that packet is retransmitted 

[2], In this work AIDM algorithm is designed 

to overcome this problem, so AIDM has the 

advantage of being effective in terms of its use 

of available bandwidth. In comparison with 

recent protocol such as TCP Reno the receiver 

do nothing just discards the received cells 

belong to that packet and wait for the sender to 

automatically retransmit all cell of that packet, 

so recent approach is not effective in term of 

its use of available bandwidth especially in 

multi-hop networks, but it also has the 

advantage of being quite simple to implement 

since it doesn't require additional functionality 

at the sender and receiver ends.  

To explain how AIDM is incorporated in a 

TCP protocol, let consider the following 

scenario, where: 

M: Number of cells that belong to the packet 

that wants to be transmitted before the 

fragmentation of that packet. 

N: Number of cells that belong to the packet 

that wants to be transmitted after fragmentation 

and adding identification number to each cell of 

them. 

R: Number of cells that received by the receiver 

and segmented together to recover the original 

transmitted packet 
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At the beginning of the assumed scenario, the 

sender divided the M-cell packet into N cells, 

and then adds ID number to each cell of them. 

The resulted N cells are stored at the sender's 

buffer for recovering purpose. The packet of 

that N-cell is transmitted to the receiver. Now, 

assume that the receiver gets R of these cells. 

If R = N, then the receiver do nothing just 

remove ID numbers from received cells and 

reconstruct original packet, and then 

acknowledge that it has completely received that 

packet by informing sender that it needs no 

more cells from that packet. The sender will 

respond to that positive acknowledge by 

clearing its buffer and work on next packet.  

If R < N, that mean (R – N) cells were lost, so 

the receiver acknowledge that it has partially 

received that packet by informing sender that 

there is needing to (N – R) more cells from the 

original packet and those cells have the 

following ID numbers, then it send ID numbers 

of the missed cells. To that negative 

acknowledge, the sender will respond by 

looking for missed (N – R) cells in its buffer, 

and then retransmitting these cells. The process 

continues until the receiver receives enough 

cells to be able to reconstruct the original 

packet. 

 

4- Modeling of the Improved TCP 

Reno  

The improved TCP Reno is the transport 

protocol that combines the reliability of TCP/IP 

with the high speed and flexibility of ATM.  

In addition, that improved protocol apply 

AIDM algorithm in its AAL5 layer, so it have 

the ability to overcome fragmentation problem 

and to produce a high performance gain 

especially when it is deployed over ATM 

networks.  

The main functions included in the improved 

TCP Reno are; session management, packet 

management, and flow control and 

transmission. These functions are given below: 

A. Session Management: The improved TCP 

Reno protocol as other recent protocols 

manages this session in three phases: 

Connection establishment phase, Data 

transfer phase, and Termination phase. The 

roles that played by these phases is similar 

to that of correspond phases that applied in 

other implementation of TCP over ATM [2], 

except that information specific to AIDM 

which are required by the receiver for 

reconstruction purposes are transmitted to 

the receiver at the connection establishment 

phase. That needed information concluded 

the number of cells in a packet (N) and 

initial/final ID number that added to these 

cells. 

B. Packet Management: it has four main 

processes, they are :- 

a. Packet dividing: Let there is a data 

block (packet) of size (P) bytes, the 

improved protocol divides that data block 

into (N) cells of size (C). So the number 

of cells (N) = size of one packet (P) / size 

of one cell (C), where the size of one cell 

is 53 bytes as standard size.  
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b. ID number adding: when division 

process completed the ID number is added 

for each cell at the sender. Where ID 

number is one byte used for identification 

purposes to recognize lost cell. These 

resulted cells are stored at the sender's 

buffer to be used if any cell lost through 

transmission process. 

c. ID number extracting and matching: 

when all cells which belong to transmitted 

packet are reaching to the destination and 

those received cells (R) are less than the 

actual number of cells in the transmitted 

packet (N), i.e. if R < N then ID numbers 

are extracted from the received cells to 

make pattern named as Extracted Pattern 

(EP). Also another pattern is made by 

using initial/final ID number named as 

Actual Pattern (AP). Where initial/final ID 

number is a part of an agreement that made 

at the session management phase. Now 

matching is made between (EP) and (AP) 

to determine the lost cells. Where that is 

the goal from this process. 

d. Packet reconstruction: This process is 

performed when R = N, or when R < N but 

the lost (N – R) cells are retransmitted 

successfully. The main objective of this 

process is grouping received cells together 

to retrieve original packet and passing that 

packet to the higher IP layer. 

 Flow Control and Transmission: Flow 

control determines the dynamics of packet 

flow in the network, which in turn affects 

the end-to-end performance of the system.  

C. When an ACK arrives, the sender will 

check that ACK to see if it means that the 

reconstruction process of the packet is 

completed successfully or not, if it does the 

sender will clear its buffer to be ready for 

next packet transmission. If it doesn't, the 

sender extracts from the ACK the ID 

number of lost cells, then looking for these 

cells in its buffer and retransmission them 

at the next retransmission time. 

The main objective of this work is to reduce 

side effect of cell loosing, and turns 

fragmentation into an advantage for TCP/IP, 

thus enhancing the performance of TCP in 

general and its performance in ATM 

environments in particular. In figure (2) and 

figure (3) the flowcharts of sender and receiver 

are illustrated, respectively, where they apply 

improved TCP Reno.  

5- TCP Reno  

In this section TCP Reno is discussed briefly 

to make the base for the comparison that will be 

made in next section with improved TCP Reno. 

TCP Reno is the most widespread variant of 

TCP currently. It is derived from the original 

version of TCP (TCP Tahoe). The TCP stack in 

Solaris, Linux and Windows is a variant of TCP 

Reno. TCP Reno uses two key techniques for 

congestion management. One is slow-start and 

the other is congestion avoidance [22]. 

 Slow Start: - Slow start is the mechanism 

which is used when a TCP session is 

started. Instead of starting transmission at 

a fixed rate, the transmission is started at 

the lowest rate possible and doubled.  
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The rate of doubling is tied to the rate at which 

acknowledgments come back; thus, the rate 

 Congestion avoidance: - The congestion 

avoidance algorithm starts where slow start 

stops. The TCP increases its transmission 

rate linearly, by adding one additional 

packet to its window each transmission 

time. If congestion is detected at any point, 

the TCP reduces its transmission rate to 

half the previous value. Thus the TCP 

seesaws its way to the right transmission 

rate. Clearly, the scheme is less aggressive 

than the slow-start phase (note the linear 

increase against the exponential growth in 

slow start) [22]. 

 

6- Implementation, Results and 

Simulations 

TCP traffic over ATM simulator is designed 

and implemented by using VB6 programming 

language. That simulator has ability to apply 

TCP Reno and Improved TCP Reno to perform 

conventional file transfer. Also that simulator 

can be used to compare TCP Reno and 

Improved TCP Reno in throughput, speed, and 

their sensitivity for cell losses in the same 

environment and for the same file with the same 

number of cells lost, where these cells are 

distributed between determined numbers of 

packet. Now, two cases are taken to get result 

and to discuss them, they are:- 

A.    Case 1:- 

In this case, file of size 59277 bytes is chosen 

to be transferred from client to server. Eight 

lost is ranged between the following values 

(0, 10, 20, 40, 65, 85, 105, and 150) and all that 

distortions happened in one packet. Chart (1) 

shows how throughput changed when cells lost 

increased in one packet. Chart (2) shows how 

required time for transmission changed when 

cells lost increased in one packet. Chart (3) 

shows how enhancement rate changed when 

cells lost increased in one packet. 

B. Case 2:- 

In this case, the same file that selected in case 

1 is chosen with the same value of cells 

destroyed, but these destroyed cells are 

distributed between two packets. Chart (4), 

chart (5), and chart (6) showed the throughput, 

is doubled every round trip time.  

If congestion is detected, the transmission 

rate is reduced to half of what it is currently 

and the congestion avoidance process starts. 

The rate doubling and reduction is nothing but 

a binary search for the 'right' transmission 

bandwidth [22]. 

 A TCP is designed to drive a network into 

saturation. A TCP will never reduce its 

transmission rate unless it sees a packet 

drop. This will only occur when the network 

is overloaded. Thus a combination of TCPs 

will together ensure that a network is driven 

into overload constantly. This makes it 

difficult for new connections to enter the 

system, since they are at a natural 

disadvantage due to slow start. TCP Reno 

attempts to equalize the window size for 

competing connections.  
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samples are taken, where the number of cell  

However, a measure of the bandwidth 

achieved is the bandwidth delay product, not 

the window size only. Thus, TCP Reno is unfair 

to connections with larger round-trip times 

[22]. 

At TCP Reno over ATM network, the AAL5 

layer do its job as an interface between IP layer 

and ATM layer through perform the 

Segmentation and reassembly of IP datagram 

(packet). Segmentation occurs at the sender, 

where packets are divided into M cells and pass 

them to lower ATM layer to transmit them to 

the destination. Reassembly occurs at the 

receiver to reconstruct packet by grouping 

received cells together and if any cell lost this 

packet will be discarded and ask sender to 

retransmit that packet [11]. 

In figure (4) and figure (5) the flowcharts of 

sender and receiver are illustrated, respectively, 

where they apply TCP Reno. 

7- Result discussion:- 

When Improved TCP Reno is applied the 

throughput decreases as the number of cells lost 

increases, but throughput sensitivity for cell 

loses is lower than its sensitivity when TCP 

Reno is applied as illustrated in chart (1) and 

chart (4). Also, when no cell lost the throughput 

of TCP Reno is better than that of Improved 

TCP Reno, the reason of that belongs to the ID 

number that added for each cell, where these 

numbers are not used because of there is no 

error. This case is regarded as ideal case. 

The incorporation of AIDM algorithm into 

TCP/IP over ATMs protocol requires only 

the IP and ATM layers, where the ATM 

adaptation layer of type five (AAL5) represent 

that interface. So when AIDM algorithm is 

used, there is no bandwidth is wasted as a result 

of packet retransmission or partial packet 

delivery, and there is no modification is 

necessary to the switch-level protocols. 

When Improved TCP Reno is applied the 

required time to transfer the selected file with 

determined cell loses is lower than what is 

required when TCP Reno is applied, and that 

time is increases as number of lost cell 

increases, as illustrated in chart (2) and chart 

(5). 

Chart (3) and chart (6) illustrate the 

enhancement rate of throughput and time, 

where that enhancement is made by Improved 

TCP Reno. Also, there is one disadvantage that 

happened if and only if when no cell lost 

through the transmission process, where in this 

situation the processing time that consumed to 

achieve AIDM algorithm is unusual, so that the 

lead to  enhancement rate is -2 %,  

Chart (7) illustrates that the enhancement rate 

will be increased when the number of packet 

that have problem increased. So the 

enhancement rates reach to 38 % when lost 

cells distributed between four packets. The 

average of enhancement rate for all these cases 

equal approximately to 20%. So that is regarded 

as good percent to improve the recent TCP 

Reno protocol. 
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additional functionality at the interface between  

8- Conclusion:- 

From this work the following is concluded:- 

The Improved TCP Reno is better than TCP 

Reno in throughput and time, where the average 

of this enhancement is about 20 %, the reason of 

this enhancement belong to its ability to recover 

lost cells in short interval of time 

 The transmitted cells that belong to the same 

packet are useful in spite of the lost cells. 

This is due to the ability of AIDM algorithm 

to determine lost cells and recover them by 

asking sender to retransmit these cells only. 

 AIDM algorithm makes Improved TCP 

Reno throughput less sensitive to cells loses 

than resent TCP Reno protocol. 

 

 The Improved TCP Reno turn's ATM 53-

bytes cell oriented switching architecture 

into an advantage for TCP/IP. In another 

word, The Improved TCP Reno overcome 

fragmentation problem. 

 The Improved TCP Reno has one 

disadvantage which can be noted when no 

cell is lost through transmission process. So 

its throughput in this case is lower than that 

of recent TCP Reno by 2 %. 
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Figure 1: The Segmentation and Reconstruction operations of AIDM algorithm  
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Figure 2: Flowchart of sender, which applies improved TCP Reno. 
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Figure 3: Flowchart of receiver, which applies Improved TCP Reno. 
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Figure 4: Flowchart of sender, which applies TCP Reno. 
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Figure 5: Flowchart of receiver, which applies TCP Reno 
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Chart (1) illustrates how throughput changed when cells lost increased in one packet. 
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Chart (2) illustrates how required time for transmission changed when cells lost 

increased in one packet. 
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Chart (3) illustrates how enhancement rate changed when cells lost increased in one 

packet. 
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Chart (4) illustrates how throughput changed when cells lost increased in two packets. 
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Chart (5) illustrates how required time for transmission changed when cells lost 

increased in two packets. 
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Chart (6) illustrates how enhancement rate changed when cells lost increased in two 

packets. 
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Chart (7) illustrates how enhancement rate changed when cells lost increased in one, 

two, three, and four packets. 

 

 


