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Abstract. Deep learning, as one of the most popular techniques, is able to
efficiently train a model on big data by using large-scale optimization algo-
rithms. Although there exist some works applying machine learning to air
quality prediction, most of the prior studies are restricted to several-year data
and simply train standard regression models (linear or nonlinear) to predict the
hourly air pollution concentration. The main purpose of this proposal is design
predictor to accurately forecast air quality indices (AQIs) of the future 48 h.
Accurate predictions of AQIs can bring enormous value to governments,
enterprises, and the general public -and help them make informed decisions. We
Will Build Model Consist of four Steps: (A) Determine the Main Rules (con-
tractions) of avoiding emission (B) Obtaining and pre-processing reliable
database from (KDD CUP 2018) (C) Building Predator have multi-level based
on Long Short-term Memory network corporative with one of optimization
algorithm called (Partial Swarm) to predict the PM2.5, PM10, and O3 con-
centration levels over the coming 48 h for every measurement station. (D) To
evaluate the predictions, on each day, SMAPE scores will be calculated for each
station, each hour of the day (48 h overall), and each pollutant (PM2.5, PM10,
SOx, CO, O3 and NOx). The daily SMAPE score will then be the average of all
the individual SMAPE scores.
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1 Introduction

The proposed title deals with the study of gases that cause air pollution. The proposed
title deals with the study of gases that cause air pollution. Air pollution has become a
serious threat to large parts of the Earth’s population [1]. Air pollution control has
attracted the attention of governments, industrial companies and scientific communi-
ties. There are two sources of air pollution: the first source is natural sources such as
volcanoes, forest fires, radioactive materials, etc. The second source is industrial
sources produced by human activities such as factories, vehicles, remnants of war and
others. These pollutants produce different types of gases, including sulfur oxides (SOx),
carbon monoxide (CO), nitrogen oxides (NOx) and ozone (O3). Another type of
contaminant is PM2.5 (particulate matter), a mixture of compounds (solids and liquid
droplets), the most dangerous types of contaminants cause cardiovascular disease plus
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pollutant PM10. This work calculates concentrations of air pollutants (6 types of air
pollution above) using a predictive model capable of handling large data efficiently and
producing very accurate results. Therefore, a long short-term memory model using the
swarm algorithm was used and developed. So that the network is trained to concentrate
this polluted air on a number of stations and every hour and the results are evaluated
using Root Mean error the scale of assessment so that this model can predict within the
next 48 h. These data are analyses, conversion, testing, modelling, accurate information
mining, restructuring and storage. This information helps us make decisions about
these data and takes them across several stages before they are entered into the net-
work. It is the data collection phase of the different version. This is the data problem to
be expected. Are the determinants and stage of understanding the nature of these data in
themselves? This data is a very important stage where the data we deal with contains
missing data processed by each column and then these data are entered after analysis in
a model developed and evaluated by SMAPE.

The remind of this paper organization as follow. Section 2 show the related work.
Section 3 explain the main concept used to handle this problem. Section 4 show the
prototype of pragmatic system while Sect. 5 show the results. Finally, Sect. 6
description the discussion and conclusion of the problem statement.

2 Related Works

The issue of air quality prediction is one of the vital topics that are directly related to
the lives of people and the continuation of a healthy life in general. Since the subject of
this thesis is to find a modern predictive way to deal with this type of data that is huge
and operates within the field of data series. Therefore, in this part of the thesis, we will
try to review the works of the former researchers in the same area of our problem and
compare these works in terms of five basic points, namely the database used. The
methods to assess the results, the advantages of the method, and their limitations.

Bun et al. [1] used “deep recurrent neural network (DRNN)” that is reinforced with
the novel pre-training system using auto-encoder principally design for time series
prediction. Moreover, sensors chosen is performed within DRNN without harming the
accuracy of the predictions by taking of the sparsity found in the system. The method
used to solve particulate matter (PM2:5) that is one of the air populations. this method
reveals results in more accuracy than the poor performance of the “Noise reduction
(AE)”. Evaluation the results based on four measures: “Root mean square error
(RMSE), precision (P), Recall (R) and F-measure (F)”. Our work is similar that work
by using the same technique RNN while we predicate based on “long short-term
memory”.

Samaher et al. [2] the researcher found in this work the hybrid system uses “genetic
neural computing (GNC)” to analyze and understand the resulting data from the
concentration of dissolved gases. Where it is used in four subgroups for the purpose of
analysis and assembly based on the C57.104 Specified by “IEEE” using “GA”. Is
inserted the clustering data into the neural network for the purpose of predicting
different types of errors. This hybrid system generates decision rules which identify the
error accurately. There are two measures used in this work are: “The Davies–Bouldin
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(DB) index and MSE”. This work has proven to provide less cost to solve the problem.
And through this method facilitates the process of prediction and identify more
accurate ideas through the analysis of errors and ways to address them. This work is
similar to our work in terms of using neural networks but the difference is using a”
Swarm” algorithm with “LSTM”.

Xiang et al. [3] used model “spatiotemporal deep learning (STDL)”-based on air
quality prediction method. It used a “stacked autoencoder (SAE)” method to extract
inherent air quality characteristics, in addition, it is trained in a greedy layer-wise
method. it compared your’ model with traditional time series prediction models, the
model can predict the air quality of all stations at the same time and shows the temporal
stability in all seasons. In addition, a comparison with the “spatiotemporal artificial
neural network (STANN)”, “autoregression moving average (ARMA)”, and “support
vector regression (SVR)” models demonstrates. The results of that model evaluation by
three measures are “RMSE”, “MAE” “MAPE”. Our work is similar that work by using
the same technique RNN to prediction the air quality index but we deal with huge data,
“long-short-term memory” (“LSTM”) to enhance network work.

Xiang et al. [4] used “long short-term memory neural network” extended
(“LSTME”) model which is the association of spatial-temporal links to predict the
concentration of air pollutants. Long-term memory layers (LSTM) have been used to
automatically extract potential intrinsic properties from historical air pollutants data,
and assistive data, Contains meteorological data and timestamp data, has been incor-
porated into the proposed model to improve performance. This technique evaluation by
three measures “RMSE”, “MAE” and “MAPE”. A comparison with the “spatiotem-
poral artificial neural network (STANN)”, “autoregression moving average (ARMA)”,
and “support vector regression (SVR)” models demonstrates. Our work is similar that
work by using long-short-term memory (“LSTM”) as part of the repeated neural net-
work structure. While differ by using another evaluation measure.

Osama et al. [5] “shown a new deep learning-based ozone level prediction model,
which considers the pollution and weather correlations integrally. This deep learning
model is used to learn ozone level features, and it is trained using a grid search
technique. A deep architecture model is utilized to represent ozone level features for
prediction. Moreover, experiments demonstrate that the proposed method for ozone
level prediction has superior performance. The outcome of this study can be helpful in
predicting the ozone level pollution in Aarhus city as a model of smart cities for
improving the accuracy of ozone forecasting tools”. Results of that model evaluation
based on “RMSE”, “MAE”, “MAPE”, squared “R2” and correlation coefficient. Our
work will also use memory in (“LSTM”) for the processing large data, but differ by
finding the optimal structure of that neural network by partial swarm algorithm.

Lifeng et al. [6] the author found that obtaining the best air quality prediction uses
the GM model (1.1) the fractional order accumulation (FGM (1.1)) to find the Expected
the average annual concentrations of “PM2.5, PM10, SO2, NO2, and 8-h O3 And O-
24 h”. The measure used in this search is “MAPE”. Using the method of “FGM (1.1)”
obtained much higher than the traditional GM model (1.1), the average annual con-
centrations of “PM2.5, PM10, SO2, NO2, O8-O3, and O3 24-h” will decrease from
2017 to 2020. This work is similar to our work in terms of predicting the concentration
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of air pollutants and finding ways to address them, but the difference in terms of the
method of prediction using “LSTM”.

Olalekan et al. [7] in this work the method was used Sensor measurement: SNAQ
boxes and network deployment, Sensor measurement validation, Source apportionment
to create a predictive model for modeling (ADMS-Airport), the concentration of pol-
lutants to determine the air quality model. The results showed in this study can be
applied in many environments that suffer from air pollution. Which will reduce the
potential health effects of air quality and the lowest cost, as well as monitor greenhouse
gas emissions? This work is similar to our work to determine the concentration of air
pollutants but the method used for our work is “LSTM –RNN”.

Congcong et al. [8] in order to extract high temporal-spatial features have been used
by the Merge of the “convolutional neural network (CNN)” and “long short-term
memory neural network (LSTM-NN), and meteorological data and aerosol data were
also Merge, in order to refinement model prediction performance. The data collected
from 1233 air quality monitoring stations in Beijing and the whole of China were used
to verify the effectiveness of the proposed C-LSTME model. The results show that the
present model has achieved better performance than current state-of-the-art Tech-
nologies for different time predictions at various regional and environmental scales.
This technique evaluation by three measures “RMSE”, “MAE” and “MAPE”. Our
work used “LSTM” through RNN but after fined the best structure of that network. It
differs by using another evaluation measures.

Zhigen et al. [9] the prediction method was based on “classification and regression
tree (“CART”)” and was combined with the “ensemble extreme learning machine
(EELM)” method. Subgroups were created by dividing datasets by creating a shallow
hierarchy tree by dividing the data set through “CART”. Where at each node of the tree
“EEL Models” are done using the training samples of the node, to minimize the
verification errors sequentially to all the tree sub-trees by identifying the numbers of
hidden intestines where each node is considered as root. Finally, EEL models for each
path of the leaf is compared to the root on each leaf and only one path is selected with
the smallest error checking the leaf. The measures that used are RMSE and MAPE.
This method proved that the experimental results of the measurements used: can
address the global-local duplication of the method of prediction in each leaf, “CART-
EELM” work better than the models “RF, v-SVR, and EELM”, “CART-EELM” also
shows superior performance compared “EELM and K-means-EELM seasonal”. Our
work is similar to this work using the same set of six data for air pollution “(PM2.5,
O3, PM10, SO2, NO2, CO)”, but we differ in terms of the mechanism of reducing air
pollutants where we use the RNN method.

Hongmin et al. [10] using a new air quality forecasting method, and proposing a
new positive analysis mechanism that includes complex analysis, improved prediction
units, pre-treatment data, and air quality control problems. This system analyzes the
original series using the entropy model and data processing process. The “MOMVO”
algorithm was used to achieve the required standards and “LSSVM” to achieve the best
accuracy in addition to stable prediction. There are three ratings used in this work are:
“RMSE”, “MAE” and “MAPE”. The result of the application of the proposed method
on the data set showed a good performance in the analysis and control of air quality, in
addition to the approximation of values with high precision. Our work used the same
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evaluation measures but it differs by using “LSTM” through RNN but after fined the
best structure of that network.

Table 1 Shown the compare among the previous works based on five points are
types of dataset, methodology used, evaluation measures, and advantages.

3 Main Concept

3.1 Big Data

There are three types of data. The first type is small data: these data are not subject to
normal distribution and therefore cannot be determined and difficult to predict due to
their small size and less than 30 samples, the second type is the normal data is the most
common data that is organized in the table consists of columns and rows, For large data
that we will deal with in our work. These big data cannot be handled in the traditional
way due to their large size. From TB to ZB, these big data are either structural, semi-
structured or unorganized. In large data, there are three conditions that must be met:
First, the existence of available data called the data domain has three characteristics of
volume, Velocity and Variety. The second condition: There is a statistic for this data
called (statistical domain), which has three characteristics are Veracity, Variability and
Validity. The third condition is the existence of the beneficiary of this data called
(intelligence analysis domain) which has three characteristics of Visibility, value and
Verdict [11].

3.2 Big Data Analysis Stages

The attention to large data has become of great importance to many organizations and
companies over the last few years so many technologies have been developed to meet
the challenges of dealing with huge data The process of analysis of the statement
through several stages: the data deployment stage is the stage of data collection from
different sources, the stage of understanding the problem: the phase of understanding
the problem of data and the problem of this proposal are the gases and vehicles that
result from air pollution, data exploration stage: After understanding the data problem,
Itself. Does this data contain missing data? Is this data of an integer type, type of
characters, or mixture between them?, data pre-processing stage This is a very
important stage because the data we deal with contains missing data to be processed by
each column in addition to the filtering of data. After processing the data, we need to
build a predictive model for this data, that called the data modelling stage and then
evaluate the data using one of the different measurements called the data assessment
stage [12].

3.3 Deep Learning

It is a new research field that examines the creation of theories and algorithms that
allow the machine to learn by itself by simulating neurons in the human body. And one
of the branches of science that deals with artificial intelligence science. From an
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Automated Learning Science branch, most in-depth learning research focuses on
finding methods to derive a high degree of strippers by analyzing a large data set using
linear and nonlinear mutants. “Discoveries in this area have proven significant, rapid
and effective progress in many areas, including face recognition, speech recognition,
computer vision, and natural language processing.” Deep learning is a branch of
learning, which is a branch of artificial intelligence. Where deep learning is divided into
three basic categories: Deep networks under supervision or deep discrimination
Models, deep unsupervised networks or giant models, deep hybrid networks” [13].

3.4 Prediction

Prediction is the process of studying and making guesses about future time events using
specific mechanisms across time periods and different spatial intervals. It is a way for
policymakers to develop plans to address future risks. The process of prediction goes
through several stages, the most important of which are: determining the purpose of
forecasting, gathering the data needed for a predictable phenomenon, analyzing and
extracting data, and selecting the appropriate model or mechanism to predict the
phenomenon under consideration and to take the appropriate decision. The forecasting
process is capable of predicting the state of data based on advance data, a necessary
step to give very low error rates [14] (Fig. 1).

3.5 Air Pollution

Pollution is a serious concern that has attracted the attention of industrial companies,
the international community and scientific and health communities because it contains
substances harmful to the lives of humans and other living organisms. These pollutants
produce different types of concentrations that cause air pollution, including sulfur
dioxide SO2, Nitrogen Dioxide gas NO2, Carbon monoxide gas CO, Ozone gas O3,
Vehicles with mixed composition PM2.5 and PM10. Predicting concentrations that
cause air pollution is very important for health community organizations and to launch
an early warning and decide on these concentrations [15].

Fig. 1. Main Types of Machine Learning Techniques [19]
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4 A Prototype of Smart Air Quality Prediction Model
(SAQPM)

4.1 Problem Statement

The problem of air pollution has serious health aspects to humans and other living
organisms because of the presence of harmful concentrations and very dangerous. So
the prediction of air pollution attracted many companies, governments, and the sci-
entific community to study these concentrations that cause air pollution. Where many
techniques were used but did not produce results at the required level for several
reasons, including Most of the techniques used cannot deal with very large data in
addition to some techniques lose data because they do not contain a memory able to
save this data until deep learning techniques emerged.

Deep learning, as one of the most popular techniques, is able to efficiently train a
model on big data by using large-scale optimization algorithms. Although there exist
some works applying machine learning to air quality prediction, most of the prior
studies are restricted to several-year data and simply train standard regression models
(linear or nonlinear) to predict the hourly air pollution concentration. The main purpose
of this LSTM-RNN model is to predict future concentrations of air pollution 48. The
challenge in this work is how to choose an algorithm that can predict the large data set
at high resolution, taking into account that previous readings are not ignored, that is,
they maintain all readings.

Objectives:
We will review the main objectives of this research (Fig. 2)

• Identify key constraints to avoid emissions.
• To give a specific definition of air pollution.
• Build LSTM-RNN prediction model in conjunction with a swarm algorithm to

predict. The air-polluting concentration of each station and each hour to predict the
concentrations of air pollution during future 48.

• Validating the suggested LSTM-RNN force using SMAPE to measure results.

In this paper, we will attempt to find answer for the following questions

• How particle swarm can be useful in building a recurrent neural network (RNN)?
• How to build a multi-layer model with a combination of two technologies) LSTM-

RNN with particle swarm) so that this model can predict the concentrations of air
pollution accurately and efficiently over the next 48 h?

• Is SMAPE measure enough to evaluate the results of suggesting predictor?
• How to install sensors and get data related to concentrations of air pollution?
• How can you combine two deep learning techniques that lead to reduced time and

the complexity of the training phase?

4.2 Particle Swarm Optimization (PSO)

Is a scientific technique developed to improve solutions problems and solutions to
solve the best solution to these problems and is one of the latest areas of evolution in
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the field of artificial intelligence, developed by the world (Kennedy and Eberhart) in
1990, and the idea of PSO of the behavioral and social behavior of bird droppings
through the idea of research About the food, where the bird squadron are looking for
food from one place to another and that some birds in the squadron have the ability to
distinguish the smell of food in a strong and effective with information for these birds
about the best place to eat because some birds send information among themselves
during the search process and Inspection of the best place for food, when the bird flock
is explored for a good place for food quality, these birds use this place to get better
food. Thus, the work of the swarm algorithm is the search process and replication
process of the best solutions within the specific research area. The PSO algorithm can
be used to solve optimization problems and problems that change by the time [16, 17].

4.2.1 Basic Components of the Bird Swarm Algorithm (PSO)
The swarm algorithm consists of the numbers of the population of the swarm called
particles. Symbolizes them (n) which consists of n = (n1, n2, …, ni) which moves
within the swarm of the search space determined by the type of problem which is multi-
dimensional and the search for good initial solutions. Particles depend on their own
expert and also rely on the experts and experiences of neighboring particles within the
swarm, The PSO algorithm is randomly assigned to the number of particles of the
squadron in the search area. The use of the squadron particles when creating the PSO
algorithm depends on the velocity of the particles that comprise Vt

i ¼ ðVt
1;V

t
2; . . .;V

t
i Þ

the location of the particles that are composed of Xt
i ¼ Xt

1;X
t
2; . . .;X

t
i

� �
; where it is

determined based on the previous cases of the best location of the particle itself and
symbolizes it Pt

best;i, The best location of the particles in the entire swarm symbolizes it

Fig. 2. Block Diagram of Proposed DLSTM-RNN
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Gt
best;i, Depending on the dimensions of problem d, consisting of (d1, d2,…dj), The

speed and location of each particle are adjusted according to the following equations:

Vtþ 1
i ¼ ðVt

1 þ c1r
t
1 Pt

best;i � Xt
i

� �
þ c2r

t
2 Gt

best;i � Xt
i

� �
ð1Þ

Xtþ 1
i ¼ Xt

i þVt
i ð2Þ

Where:

Vt
i : Particle velocity i in swarm in dimension j and frequency t.

Xt
i : The location of the particle i in a swarm in dimension j and frequency t.

c1: acceleration factor related to Pbest.
c2: Acceleration factor related to gbest.
rt1, r

t
2: random number between 0 and 1.

t: Number of occurrences specified by type of problem.
Gt

best;i: gbest position of swarm
Pt
best;i: pbest position of particle.

Activation 
function

# hidden layer
[ 2 -10 ]
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Fig. 3. PSO algorithm is to optimize the LSTM-RNN
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The aim of the PSO algorithm is to optimize the structure of LSTM-RNN from
determined the best activation function for each layer, determined number of hidden
layers in network, number of neurons in each hidden layer, and the optimal weights
between each layer and the layer next it as described in the diagram (Fig. 3 and
Tables 2 and 3):

Table 2. Hyperbolic Functions with discretion [20]

Hyperbolic function
Name of hyperbolic function #variable Function

Sinh One F(x) = ex�e�x

2

Cosh One F(x) = ex þ e�x

2

Tanh One F(x) = ex�e�x

ex þ e�x

Sinh−1 One F(x) = 2
ex�e�x

Cosh−1 One F(x) = 2
ex þ e�x

Tanh−1 One F(x) = ex þ e�x

ex�e�x

Where: x is input and F(x) is output.

Table 3. Polynomial Functions with discretion [20]

Polynomial functions
Name of polynomial function #variable Function

Linear One F(x) = p1+p2*x1
Linear Tow F(x) = p1+p2*x1+p3*x2
Linear Three F(x) = p1+p2*x1+p3*x2+p4*x3
Quadratic One F(x) = p1+p2*x1+p3*x1^2
Quadratic Tow F(x) = 1+p2*x1+p3*x1^2+p4*x2

+p5*x2^2+p6*x1*x2
Cubic One F(x) = p1+p2*x1+p3*x1^2 +p4*x1^3
Product Tow F(x) = p1+p2*x1*x2
Ratio Tow F(x) = p1+p2*(x1/x2)
Logistic One F(x) = p1+p2/(1+ exp(p3*(x1-p4)))
Log One F(x) = p1+p2*Log(x1+p3)
Exponential One F(x) = p1+p2*exp((p3*(x1+p4))
Asymptotic One F(x) = p1+p2/(x1+p3)

Where:
x is input
f(x) is output
p1, p2, p3, p4: is constants
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Algorithm #1: PSO [21]

1. Set of  parameters
2. A: Population of agents, pi: Position of agent  ai in the solution space, f : Objec-

tive function 
3. vi : Velocity of agent’s ai , V(ai): Neighborhood of agent ai (fixed)
4. [x*] = PSO()
5. P = Particle_Initialization()
6. For i=1 to it_max
7. For each particle p in P do
8. fp = f(p)
9. If fp is better than f(pBest)
10. pBest = p
11. End
12. End
13. gBest = best p in P
14. For each particle p in P do
15. # v = v + c1*rand*(pBest – p) + c2*rand*(gBest – p)
16. # p = p + v
17. End
18. End

4.3 Long Short-Term Memory (LSTM)

LSTM was proposed in 1997 by Sepp Hochreiter and Jürgen Schmidhuber. By
introducing Crossover Fixed Error (CEC) modules, LSTM deals with gradient and
burst problems. The initial version of the block included LSTM cells, input and output
gateways. LSTM achieved record results in natural language text compression, unau-
thorized handwriting recognition and won the Handwriting Competition (2009). LSTM
networks were a key component of the network, which achieved a standard audio error
rate of 17.7% over the traditional natural speech data set (2013). (LSTM) are units of
the Recurrent Neural Network (RNN). The RNN is often called LSTM (or LSTM
only). The common LSTM module consists of a cell, an input port, an output port, and
a forgotten gateway. The cell remembers values at random intervals and the three gates
regulate the flow of information inside and outside the cell. LSTM networks are well
suited for classifying, processing and predicting predictions based on time series data,
where there may be an unknown delay for important events in a time series. LSTMs
have been developed to deal with fading and fading problems that can be encountered
when training traditional RNNs. The relative lack of sense of gap length is the LSTM
feature on RNNs, Hidden Markov models and other sequential learning methods in
many applications [18].
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4.3.1 LSTM Architecture and Algorithm
There are many structures for LSTM modules. The common structure of a cell (the
memory part of the LSTM module) and three “organizations”, usually called portals,
consist of the flow of information within the LSTM module: an input gateway, an
output gateway, and a forgotten gateway. Some differences in the LSTM module do not
contain one or more of these portals or may have other portals. For example, duplicate
units do not contain portals (GRUs) on the output portal.

Intuitively, the cell is responsible for tracking dependencies between elements in
the input sequence. The input gateway controls the extent to which a new value is
flowing into the cell. The ny gate controls how long a value in the cell and the output
gateway controls how much the value in the cell is used to calculate the output activate
the LSTM module. LSTM port activation function is often the logistics function.

There are connections to and from LSTM portals, a few of which are frequent. The
weights of these links, which must be learned during training, determine how the gates
work.

4.3.2 The Variables in LSTM – RNN
This algorithm required setup multi variables at the beginning then through it work will
update these variables by apply computation operations. as shown below (Fig. 4):

Fig. 4. LSTM cell
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Step 1: The forward components
Step 1.1: Compute the gates:
Input activation:

at ¼ tanh Wa: Xt þ Ua: outt�1 þ bað Þ ð3Þ

Input gate:

it ¼ r WI: Xt þ Ui: outt�1 þ bið Þ ð4Þ

Forget gate:

ftr Wf :Xt þ Uf : outt�1 þ bfð Þ ð5Þ

Output gate:

otr Wo: Xt þ Uo: outt�1 þ boð Þ ð6Þ

Then fined:
Internal state:

State = at � it þ ft � statet�1 ð7Þ

Output:

outt ¼ tanh stateð Þ � ot ð8Þ

Where

Gate St =

at
it
ft
ot

2
64

3
75, W =

Wa

Wi
Wf

Wo

2
64

3
75, U =

Ua

Ui
Uf

Uo

2
64

3
75, b =

ba
bi
bf
bo

2
64

3
75

Step. 2: The backward components:
Step 2.1. Find
Dt the output difference as computed by any subsequent.
DOUT the output difference as computed by the next time-step

doutt ¼ Dt þDoutt ð9Þ

dstatet ¼ doutt � ot � 1� tanh2 statetð Þ� �þ dstatetþ 1 � ftþ 1 ð10Þ
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Step 2.2: Gives:

dat ¼ dstatet � it � ð1� a2t Þ ð11Þ
dit ¼ dstatet � at � it � ð1� itÞ ð12Þ

dft ¼ dstatet � statet�1 � ft � ð1� ftÞ ð13Þ

dot ¼ doutt � tanhðstatetÞ � ot � ð1� otÞ ð14Þ

dxt ¼ Wt:dstatet ð15Þ

doutt�1 ¼ Ut:dstatet ð16Þ

Step 3: update to the internal parameter

dW ¼
XT

t¼0
dgatest � xt ð17Þ

dU ¼
XT

t¼0
dgatestþ 1 � outt ð18Þ

db ¼
XT

t¼0
dgatestþ 1 ð19Þ
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5 Experiment

Using (DLSTM) networks in Python and how you can use them to make appropriate
with concentrations of air pollution predictions! In this network, we will see how you
can use a time-series model known as Long Short-term Memory. LSTM models are
powerful, especially for retaining a long-term memory, by design, as you will see later.

5.1 Data and Method

We will be using data from KDD cup 2018, where contain the name of the station and
Pollution time for each of the following concentrations per hour (Table 4).

The concentrations are: PM2.5, PM10, Sox, CO, NOx, O3.
The table above shows that there are incomplete values that will be preprocessed by

a MEAN equation.
Then we will preprocess the missing values through each column (Table 5):

After processing for each column using MEAN the following table shows the
description of the results in the previous table (Table 6).

Table 4. Before handle the missing values

No Utc_Time PM2.5 PM10 NO2 O3 CO SO2

6 1/1/2017
19:00

429.0 141.0 6.5 3.0 9.0 NaN

7 1/1/2017
20:00

211.0 110.0 3.3 11.0 NaN NaN

…
…

309327 11/24/2017 1:00 19.0 20.0 19.0 0.3 28.0 2.0

309329 11/24/2017 2:00 9.0 21.0 27.0 28.0 0.4 2.0

Table 5. After handle the missing values

No Utc_Time PM2.5 PM10 NO2 O3 CO SO2
6 1/1/2017

19:00
429.0 141.0 6.5 3.0 9.0 11.212

7 1/1/2017
20:00

211.0 110.0 3.3 11.0 15.78 11.212

…
…

309327 11/24/2017 1:00 19.0 20.0 19.0 0.3 28.0 2.0

309329 11/24/2017 2:00 9.0 21.0 27.0 28.0 0.4 2.0
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5.2 Data Visualization

Now let’s see what sort of data you have. You want data with various patterns
occurring over time (Fig. 5).

This graph already says a lot of things. The specific reason I picked this data that
this graph is bursting with different behaviors of for concentrations of air pollution over
time. This will make the learning more robust as well as give you a chance to test how
good the predictions are for a variety of situations.

Another thing to notice is that the values at the beginning 2017 are much higher and
fluctuate more than the values close to the last days. Therefore, you need to make sure
that the data behaves in similar value ranges throughout the time frame. You will take
care of this during the data normalization phase.

Table 6. The description of the data after the preprocessing

PM2.5 PM10 NO2 CO O3 SO2

Count 200.000 200.000 200.000 200.000 200.000 200.000
Mean 179.949 134.376 27.180 17.205 15.788 11.212
Std 131.835 123.790 56.373 20.671 11.056 2.788
Min 5.000 4.600 0.200 0.200 2.000 2.000
Max 500.000 561.000 208.000 79.000 61.000 37.000

Fig. 5. Data Visualization
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5.3 Normalizing the Data

Before the normalizing, we will the Data process Splitting Data into a Training set and
a Test set, where we use the 70% for training and 30 for testing.

Now we need to define a scaler to normalize the data. Min Max Scalar scales all the
data to be in the region of 0 and 1. You can also reshape the training and test data to be
in the shape [data_size, num_features].

Due to the observation, we made earlier, that is, different time periods of data have
different value ranges, and we normalize the data by splitting the full series into
windows. If we don’t do this, the earlier data will be close to 0 and will not add much
value to the learning process. Here you choose a window size of 2500.

We can now smooth the data using the exponential moving average. This helps us
to get rid of the inherent raggedness of the data concentrations and produce a smoother
curve. Note that we should only smooth training data.

5.4 Data Generator

We are first going to implement a data generator to train our model. This data generator
will have a method called. unroll batches (…) which will output a set of num_un-
rollings batches of input data obtained sequentially, where a batch of data is of size
[batch_size, 1]. Then each batch of input data will have a corresponding output batch of
data.

For example, if num_unrollings=3 and batch_size=4 a set of unrolled batches It
might look like

• input data: [x0, x10, x20, x30, x40, x50], [x1, x11, x21, x31, x41, x51],
[x2, x12, x22, x32, x42, x35]

• output data: [x1, x11, x21, x31, x41, x51], [x2, x12, x22, x32, x42, x52],
[x3, x13, x23, x33, x43, x53]

As shown in the results below (Table 7):

Table 7. Data generator to train our model

Unrolled index 0:
Inputs: [0.86032474 0.79311657 0.79409707 0.8310883 0.90970576

0.79311657]
Output: [0.86032474 0.90970576 0.90970576 0.09216607 0.90970576

0.90970576]
Unrolled index 1:
Inputs: [0.79311657 0.79409707 0.8310883 0.90970576 0.90970576

0.79409707]
Output: [0.8310883 0.41866928 0.8310883 0.09216607 0.41866928

0.90970576]
…
…

(continued)
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6 Discussions and Conclusions

In this paper, we used PSO algorithm to find the parameter of best structure related to
RNN, these parameters include activation function (i.e., one from six types of
Hyperbolic, or one from twelve types of Polynomial Functions), and then from the
Experiment we find the best Hyperbolic function is Tanh and the best Polynomial
Functions is Linear (Three parameter).

Through the PSO we find the best number of hidden layers is three and the best
number of nodes is four. Also, find the best weights of the input between the input layer
and hidden layer are (Table 8):

Then find the best weights of input between hidden layers as explained in Tables 9, 10
and 11. While, we explained the weights of recurrent connections in Tables 12 and 13:

After building and developing the LSTM model by the PSO algorithm, this model
consists of several layers capable of predicting concentrations of air pollutants. We
have (32 stations) products six types of concentrations that cause air pollution

Table 7. (continued)

Unrolled index 132:
Inputs: [0.79409707 0.86032474 0.8310883 0.90970576 0.79409707

0.90970576]
Output: [0.2070513 0.79409707 0.90970576 0.2070513 0.2070513

0.02807767]
Unrolled index 133:
Inputs: [0.8310883 0.79311657 0.90970576 0.8310883 0.8310883

0.79311657]
Output: [0.2070513 0.41866928 0.02807767 0.90970576 0.2070513

0.79409707]

Table 8. The weights of the input between input and first hidden layers

Node 1 Node 2 Node 3
Wa Wi Wf Wo Wa Wi Wf Wo Wa Wi Wf Wo

0.378 0.199 0.305 0.506 0.163 0.263 0.979 0.992 0.545 0.576 0.376 0.889
0.059 0.716 0.352 0.521 0.411 0.986 0.836 0.793 0.928 0.174 0.177 0.901
0.399 0.228 0.628 0.243 0.728 0.440 0.519 0.826 0.204 0.838 0.954 0.411
0.663 0.708 0.069 0.910 0.725 0.698 0.181 0.902 0.522 0.695 0.121 0.136

Node 4 Node5 Node6
Wa Wi Wf Wo Wa Wi Wf Wo Wa Wi Wf Wo

0.486 0.219 0.191 0.990 0.091 0.648 0.422 0.156 0.515 0.797 0.680 0.883
0.018 0.968 0.928 0.564 0.352 0.405 0.386 0.865 0.940 0.938 0.253 0.580
0.062 0.893 0.098 0.950 0.159 0.136 0.356 0.475 0.951 0.447 0.096 0.827
0.725 0.823 0.400 0.291 0.862 0.312 0.074 0.475 0.303 0.544 0.842 0.279
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(PM2.5, PM10, Sox, CO, NOx, O3) so within one hour we have (192) reading, within
one day (4608) and within 30 days after the training process the network has become
our (138240) Read. After the training, DLSTM-RNN can predict air pollution con-
centrations over the next 48 h based on previous training.

Table 9. The optimal weights of the input between first and second layer

Node1 Node2 Node3 Node4

Wa Wi Wf Wo Wa Wi Wf Wo Wa Wi Wf Wo Wa Wi Wf Wo

0.882 0.256 0.604 0.403 0.373 0.999 0.252 0.875 0.350 0.841 0.158 0.912 0.113 0.814 0.287 0.782

0.447 0.412 0.067 0.900 0.223 0.860 0.594 0.913 0.087 0.273 0.174 0.537 0.300 0.895 0.082 0.636

0.338 0.467 0.832 0.209 0.039 0.091 0.547 0.717 0.286 0.918 0.394 0.215 0.603 0.608 0.930 0.460

0.661 0.362 0.657 0.592 0.900 0.763 0.934 0.029 0.542 0.767 0.998 0.794 0.619 0.623 0.899 0.483

Table 10. The optimal weights of input between second and third layer

Node1 Node2 Node3 Node4

Wa Wi Wf Wo Wa Wi Wf Wo Wa Wi Wf Wo Wa Wi Wf Wo

0.067 0.724 0.363 0.178 0.709 0.755 0.743 0.843 0.757 0.989 0.547 0.671 0.311 0.930 0.457 0.718

0.422 0.321 0.590 0.597 0.707 0.120 0.699 0.269 0.991 0.030 0.576 0.247 0.238 0.367 0.716 0.740

0.161 0.665 0.109 0.467 0.305 0.992 0.343 0.327 0.053 0.084 0.889 0.092 0.049 0.719 0.816 0.687

0.783 0.388 0.733 0.263 0.130 0.879 0.799 0.906 0.731 0.674 0.420 0.765 0.154 0.443 0.198 0.323

Table 11. The weights of input between third and output layer

Node1 Node2 Node3 Node4

Wa Wi Wf Wo Wa Wi Wf Wo Wa Wi Wf Wo Wa Wi Wf Wo

0.410 0.492 0.598 0.842 0.651 0.777 0.599 0.033 0.456 0.983 0.647 0.569 0.608 0.006 0.192 0.476

0.137 0.681 0.510 0.839 0.741 0.934 0.680 0.817 0.346 0.848 0.984 0.007 0.041 0.557 0.350 0.329

0.801 0.171 0.317 0.079 0.099 0.613 0.227 0.671 0.385 0.218 0.903 0.890 0.053 0.579 0.625 0.936

0.605 0.418 0.610 0.850 0.351 0.303 0.095 0.008 0.152 0.601 0.087 0.990 0.549 0.913 0.731 0.373

0.132 0.830 0.711 0.139 0.092 0.545 0.181 0.717 0.291 0.376 0.722 0.297 0.036 0.084 0.776 0.853

0.456 0.033 0.562 0.703 0.981 0.003 0.254 0.185 0.839 0.431 0.363 0.470 0.792 0.674 0.376 0.420

Table 12. The weight of recurrent connections

Ua Ui Uf Uo

0.390 0.279 0.435 0.622

Table 13. The result of DLSTM-RNN and SMAPE

PM2.5 PM10 NO2 CO O3 SO2

DLSTM-RNN 79.29 78.07 73.48 11.60 12.25 14.00
.. … … … … …

67.88 71.18 66.94 7.01 9.37 10.44
SMAPE 13.61 12.25 11.83 4.70 4.52 4.46

… … … … … …

12.25 11.93 11.61 4.38 4.41 4.22
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Then we used the SMAPE error rate scale to evaluate the results from the DLSTM-
RNN network for the least or the nearest error.

The combination of LSTM and SWARM has reduced training time on the network
because the SWARM algorithm has provided the best function for activation and has
identified the number of hidden layers and the number of nodes in each hidden layer,
adding that they provide better weights, but at the same time complicate the network
for the above reason.
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Appendix

See Table 14.

Table 14. Terms and meaning

DLSTM Developed long short – term memory

LSTM Long short-term memory
PSO Particle Swarm Optimization
SMAPE Symmetric mean absolute percentage error
PM2.5 Particulate matter that have a diameter of less than 2.5 lm
PM10 particulate matter 10 lm or less in diameter
O3 Ozone is the unstable triatomic form of oxygen
Sox sulfur oxides
CO carbon monoxide
NOx nitrogen oxides
ʘ is the element-wise product or Hadamard product
⊗ Outer products will be represented
r represents the sigmoid function
at Input activation
it Input gate
ft Forget gate
ot Output gate
Statet Internal state
Outt Output
W the weights of the input
U the weights of recurrent connections
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