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Abstract 

Dynamic voltage and frequency scaling (DVFS) is a technique mainly used for 

reducing the consumed energy of computer’s processor. Its only drawback detracting 

the performance of parallel application when executing them over parallel platform. 

However, genetic algorithm is introduced and applied in a heterogeneous cluster 

architecture for modeling the best trade-off between the energy saving and 

performance degradation of the parallel application in the same time. The suggested 

algorithm selects the best frequencies vector to achieve that targets by offering equal 

trade-off between them. The genetic algorithm simultaneously gives minimum energy 

consumption and minimal performance degradation via its objective function. All 

experiment will apply using SimGrid simulator. The experiments show that the 

algorithm reduces the energy consumption of the message passing application by 

(24% with 8000 problem size and 22% for 4000 problem size) and in almost cases 

improve the application performance up to 3%. 

Keywords: Genetic algorithm, heterogeneous cluster, frequency scaling, energy 

consumption 

1 . Introduction 

Computers consume large amount of energy while they run large application 

for solving bigger problems. Recently, acceleration is major concern and software 

were typically designed in such a way that the computations are performed as quickly 

as possible, resulting in a minimal execution time for the program. In particular, this 

approach is often used in parallel computing where a significant issue is a minimum 

execution time for the program. However, the intention of structuring program 

computations and memory accesses, several programming techniques and execution 

methods were developed in such a way to induce quick execution time. In the climate 

change era and, environmental concerns there is urgent need for efficient energy 

consumption in system performance. This is especially important for the 

implementation of massive, complex software systems in several areas of science and 
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of industry. Developing programming techniques for the system design is also 

essential, so that a hardware system can be leveraged computation performance with 

minimum energy consumption is guaranteed [1]. The most widely used tool for many 

processors of reducing the energy consumption of these platforms is the technique of 

dynamic voltage frequency scaling (DVFS). Its aimed to reduce dynamic power 

consumption by changing the frequency and voltage of CPU. This technique benefits 

from the fact that CPUs have discrete settings on voltage and frequency to decrease 

the processor frequency and thus saving its energy consumption. Therefore, this 

technique uses to decrease the total energy consumption of the heterogeneous 

architectures composing of various types of DVFS enabled processors [2]. This paper 

is structured accordingly as follows: section (2) presents related works to this paper 

and section (3) describes the predicting models of the execution time and the energy 

consumption of parallel MPI applications as a function of processor frequency 

scaling. Section (4) shows the predictions model of the energy consumption of 

parallel MPI applications based on processor frequency scaling. Sections (5) detail the 

proposed method to select the best frequencies in a heterogeneous cluster using 

genetic algorithm. Section (6) displays the results of experiments generated by the 

proposed method. Finally, section (7), presents the conclusions and future works. 

2.Related work 

 In this section, some of the important works in the area of energy-performance 

optimizations are introduced. 

Vaibhav [1] introduced a new energy reduction model for message passing iterative 

applications running on a heterogeneous platform. An online frequency selecting 

algorithm which has a small overhead and works without training or profiling is 

presented. This algorithm tries to give the best trade-off between energy saving and 

performance degradation for each node computing the message passing iterative 

application. The results show that in addition to limit the performance degradation, 

this algorithm can reduce the energy consumption by up to 34%.  An analytical 

energy model that is simulating the energy consumption effect of frequency scaling 

was explored by [4]. In this model, the minimization of energy consumption to avoid 

waiting times at the joining points is achieved by using the scaling factor formula to 

set the frequency of the processors executing a task. For a particular system, a discrete 

set of the available levels of frequency scaling may use to adjust the optimal 

analytically scaling factors. 

 In [5] a weighted-sum approach for multi-objective optimization to schedule jobs on 

identical multiprocessors with shared memory architecture was addressed. GA-based 

method is used for optimizing energy consumption and performance for 

multiprocessor systems. Two different selection operators for performance 

optimization algorithm, which are the proportional roulette wheel selection (PRWS) 

and the rank-based roulette wheel selection (RRWS), is suggested. In addition, the 

effect of adding elitism in the GA was examined.  In [7], One such study provides an 

energy-saving DEWTS scheduler depending on an algorithm for frequency scaling a 

dynamic voltage. DEWTS applies to the scheduling method of most data centers 
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composed of processors enabled by DVFS, which enables the tasks to be spread in 

idle slots at lower frequency and voltage without infringing the constraints of 

dependency and increasing the slacked make span.  

An effective dynamic programming (DP) model based on Viterbi algorithm 

was proposed by [8]. It uses the Energy Delay Product (EDP) for an objective 

function and profiled information for applications to predict a best V/F rates to 

minimize execution times and energy consumption. The performance of the proposed 

algorithm was compared with greedy algorithm, an on-demand governor, and a 

feedback controller method.  The reduction of the scheduling length while meeting 

the energy consumption constrained was introduce in [9]. This method transferring 

the energy consumption constraint of an application into tasks using a new task 

assignment method and a proof of which using mathematical induction.  Instead of the 

ignorance of available energy in the MSLECC, the weighted average available energy 

of the tasks is used where the high performance is obtained without increasing time 

complexity. To validate the proposed WALECC algorithm, a large number of 

experiments with both fast Fourier transform and Gaussian elimination parallel 

applications was presented.  

 

  Finally, in [10] the performance-energy trade-off was shaped using learning-

based algorithm. The lightweight contention metric that can efficiently convey the 

potential contention that will be faced by the workload was chosen in order to capture 

the contention among the co-runners. The model input is individual LLC 

aggressiveness, the global LLC intensity that emanates from the other cores and the 

performance constraint. The model output is the minimum core frequency at which 

the program will run to ensure the performance constraint that is provided by the co-

runner effect. 

3.Predicting the execution time of parallel MPI applications using processor 

frequency scaling. 

This paper aims to reduce energy consumption of distributed iterative 

synchronous messaging applications running on a heterogeneous cluster. A 

heterogeneous cluster is described as a set of heterogeneous computing nodes linked 

through a homogeneous high-speed network. Hence, every node has different 

characteristics including frequency range of the CPU, computing power (FLOPS), 

energy consumption, while all its links connections have the same latency and 

bandwidth. The execution time for the synchronous distributed iterative application is 

calculated, which is the sum of the communication and the computation time of each 

iteration for each node. Moreover, consideration should be given to the possibility of 

a slack time occurring, which results in waiting for the fastest node of the slowest 

node until its computations are completed. Therefore, the total execution time is the 

time for the slowest task in the sense that it has the highest computation time without 

slack times [12].  



2nd International Scientific Conference of Al-Ayen University (ISCAU-2020)

IOP Conf. Series: Materials Science and Engineering 928 (2020) 032073

IOP Publishing

doi:10.1088/1757-899X/928/3/032073

4

DVFS (Dynamic voltage and frequency scaling) technology, which aims to 

reduce the energy consumption in CPU by lowering its frequency and voltage because 

DVFS scaling down the CPU frequency and subsequently its computing power. The 

execution time of the program running on the scaled down processor can be increased, 

the process of frequency reduction can be described by means of the scaling factor S 

that is the ratio between the largest frequency and the new frequency as set out in 

equation (1). 

 

 

                     Figure.1 Parallel tasks execution over heterogeneous cluster. 

 

𝑆 =
𝐹𝑚𝑎𝑥

𝐹𝑛𝑒𝑤
       ….   (1) 

Since message passing distributed applications consists of two components: 

communication and computation, the scaling factor S has linear relationship with the 

execution time in relation to the computation time part, but the communication time is 

not affected by this parameter because the processors concerned remain idle while 

communication [3]. Since the platform is heterogeneous, then the nodes have different 

frequencies leading to different scaling factors (S0, S1, …, Sn) where Si is processor 

scaling factor of node i. 

After the first iteration, the computation and the communication time of all tasks need 

to be calculated before any DVFS process can be used; in order to predict the time of 

execution of the message passing synchronous iterative applications running on the 

heterogeneous cluster for specific vector of scaling factor. The execution time for 

MPI of application for any scaling factor vector can be estimated by (2). 

𝑇𝑛𝑒𝑤 = Max
𝑖= 1,2,…,𝑛

(𝑇𝑐𝑝𝑂𝑙𝑑𝑖. 𝑆𝑖) + 𝑀𝑖𝑛𝑇𝑐𝑚    … (2) 

Where:                                      𝑀𝑖𝑛𝑇𝑐𝑚 = min𝑖=1,2,…,𝑛 𝑇𝑐𝑚𝑖
        …  (3) 

Where 𝑇𝑐𝑝𝑂𝑙𝑑𝑖 is the processor's computation time i and 𝑀𝑖𝑛𝑇𝑐𝑚 that is the slowest 

processor communication time. This model calculates the maximum time of 
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computation with scaling factor of slower node plus  the communication time of 

slowest node.  

 

4.Predicting the consumed energy of parallel MPI programs using processor 

frequency scaling. 

In this section, the energy consumption by a processor is calculated, which is 

usually divided into dynamic and static energy. The dynamic energy is consumed 

during computation time, but the static one is consumed over all the times the 

processor is turn on [4]. Dynamic power was noted as Pd related to some parameters 

like the supply voltage V, load capacitance CL, the switching activity α and 

operational frequency F as shown in: 

𝑃𝑑 = 𝛼 . 𝐶𝐿 . 𝑣2 . 𝐹 … … . . (4) 

But the power static Ps that related with the leakage power computed as in equation 

(5).  

𝑃𝑠 = 𝑉 . 𝑁𝑡𝑟𝑎𝑛𝑠 . 𝐾𝑑𝑒𝑠𝑖𝑔𝑛 . 𝐼𝑙𝑒𝑎𝑘  … … . (5) 

Where V is supply voltage, 𝑁𝑡𝑟𝑎𝑛𝑠 is a transistors number, 𝐾𝑑𝑒𝑠𝑖𝑔𝑛 is a parameter 

dependent on design and 𝐼𝑙𝑒𝑎𝑘  is parameter dependent on technology. The energy that 

an individual processor consumes to execute the given program may be calculated as: 

𝐸𝑖𝑛𝑑 = 𝑃𝑑 . 𝑇𝑐𝑝 + 𝑃𝑠 . 𝑇 … … (6) 

Where T is the program execution time and 𝑇𝑐𝑝 is computation time, thus 𝑇𝑐𝑝 < T.  

While there is no communication and no slack time 𝑇𝑐𝑝 may be equal to T. 

DVFS operation's main purpose is to minimize total energy consumption [13]. The 

operating frequency F is linearly dependent on the supply voltage V, i.e. V=𝛽.F with 

constant 𝛽, hence the new 𝐹𝑛𝑒𝑤 frequency from the equation )1) is calculated as 

follows: 

𝐹𝑛𝑒𝑤 = 𝑆−1 .  𝐹𝑚𝑎𝑥 … … . (7) 

By replacing 𝐹𝑛𝑒𝑤 in (4) like in (7), for dynamic power consumption the following 

equation is given: 

𝑝𝑑𝑁𝑒𝑤 =  𝛼 . 𝐶𝐿 . 𝑉2 . 𝐹𝑛𝑒𝑤 =  𝛼 . 𝐶𝐿 . 𝐵2 𝐹𝑛𝑒𝑤
3 

=  𝛼 . 𝐶𝐿 . 𝑉2 . 𝐹𝑚𝑎𝑥 .  𝑆−3 =  𝑃𝑑𝑂𝑙𝑑 .  𝑆−3 … . . (8) 

Where 𝑃𝑑𝑂𝑙𝑑 and 𝑃𝑑𝑁𝑒𝑤 are the dynamic power consumed as a function to the 

maximum frequency and the new frequency respectively. Therefore, a factor of 𝑆−3 

reduces the dynamic power when the frequency is lowered by factor S [14]. Since a 
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CPU's FLOPS is proportional to a CPU's frequency, the computation time is increase 

in proportion to factor S. A new dynamic energy is the dynamic power which is 

multiplied by the new computational time as follows: 

𝐸𝑑𝑁𝑒𝑤 =  𝑃𝑑𝑂𝑙𝑑 . 𝑆−3 . ( 𝑇𝑐𝑝 . 𝑆) =  𝑆−2 . 𝑃𝑑𝑂𝑙𝑑 . 𝑇𝑐𝑝 … … (9) 

Static energy was the product of the execution time of the application by the static 

power as described in the model of execution time in the equation (2).  Program's 

execution time is sum of the communication and the computation times that linearly 

related with the frequency scaling factor with no impact on the communication time. 

Processor's static energy is determined as follows after scaling its frequency: 

𝐸𝑠 =  𝑃𝑠 . (𝑇𝑐𝑝 . 𝑆 + 𝑇𝑐𝑚) … . . . (10) 

Therefore, in the case of the heterogeneous platform, each processor i has specific 

static and dynamic power noted respectively as 𝑃𝑠𝑖 and 𝑃𝑑𝑖. A processor's 

communication time is indexed as 𝑇𝑐𝑚𝑖
 and may contain slack times when slower 

nodes are communicated. There are no equal waiting times for all nodes but each 

CPU i has different computation time indexed as 𝑇𝑐𝑝𝑖
 and various frequency scaling 

factors can be measured to reduce the total energy consumption and the slack time of 

application. While the static energy was calculated as a sum of the execution time 

multiplied by each processor's static power, the dynamic energy is measured by the 

frequency scaling factor and also the dynamic power as given in (9) for each node. 

The energy consumption for each processor is sum of the static and dynamic energies 

which is determined as follow: 

𝐸 = ∑ (𝑆𝑖
−2 . 𝑃𝑑𝑖

 .  𝑇𝑐𝑝𝑖
) + ∑ ( 𝑃𝑠𝑖

 . (max𝑖=1,2,…,𝑁( 𝑇𝑐𝑝𝑖
 .  𝑆𝑖 ) +  𝑀𝑖𝑛𝑇𝑐𝑚))  𝑁

𝑖=1
𝑁
𝑖=1 … 

(11) 

Reducing processor frequencies according to the scaling factor vector (S1,S2, ..., SN) 

can degrade application performance and therefore increasing the static energy due to 

an increase in the execution time [12]. 

5. Selecting the best frequencies in a heterogeneous cluster using genetic 

algorithm 

 Indeed, when scaling down a processor's frequency the dynamic power is 

decreased, but its computing power is reduced proportionally. Therefore, the 

execution time may be significantly increase. Whereas, both static and dynamic 

powers are consumed during that time are increased too.  Thus, the overall application 

energy consumption may not be the optimum one. In heterogeneous parallel 

architecture, both dynamic and static powers are different and the ratio of 

computation to communication times are different.  Consequently, the process of 

choosing the best frequency for each processor not easy. Therefore, the scaling factors 

vector according to the best trade-off between the consumed energy and performance 
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should be chosen. The goal of this work is to reduce the consumed energy and 

avoiding the increase in the running time significantly. The relationship between the 

execution time and the energy consumption for an application is hard and nonlinear. 

To resolve this problem, firstly it normalizes the running time through calculating the 

ratio between a new and the old execution time, as follows: 

𝑃𝑁𝑜𝑟𝑚 =  
𝑇𝑁𝑒𝑤

𝑇𝑂𝑙𝑑
  

=  
𝑚𝑎𝑥𝑖=1,2,…,𝑁(𝑇𝑐𝑝𝑖 .𝑆𝑖 )+ 𝑀𝑖𝑛𝑇𝑐𝑚

𝑚𝑎𝑥𝑖=1,2,…,𝑁(𝑇𝑐𝑝𝑖
+ 𝑇𝑐𝑚𝑖 )

…. (12) 

Similarly, the energy is normalized by measuring the ratio between both the 

consumed energy when the frequency is scaled down and the energy consumed at 

maximum frequency for all nodes as follows: 

𝐸𝑁𝑜𝑟𝑚 =  
𝐸𝑅𝑒𝑑𝑢𝑐𝑒𝑑

𝐸𝑂𝑟𝑔𝑖𝑛𝑎𝑙
 

=
∑  ( 𝑆𝑖

−2 . 𝑃𝑑𝑖
 . 𝑇𝑐𝑝𝑖

) + ∑ ( 𝑃𝑠𝑖
 . 𝑇𝑁𝑒𝑤)𝑁

𝑖=1
𝑁
𝑖=1

∑  ( 𝑃𝑑𝑖
. 𝑇𝑐𝑝𝑖

) + ∑  ( 𝑃𝑠𝑖
 . 𝑇𝑂𝑙𝑑 )𝑁

𝑖=1
𝑁
𝑖=1

… (13) 

where the main goal is to achieve maximum reduction of energy with minimal 

reduction of the execution time, but according to equations (12) and (13), the 

frequency scaling factor vector simultaneously decreases both energy and execution 

time. To solve this problem, making the execution time and energy optimization 

process follow a same evolution according the scaling factors vector. However, 

inverting the normalized execution time equation to give the normalized performance 

equation as follows: 

𝑃𝑁𝑜𝑟𝑚 =  
𝑇𝑂𝑙𝑑

𝑇𝑁𝑒𝑤
 

=  
𝑚𝑎𝑥𝑖=1,2,…,𝑁 (𝑇𝑐𝑝𝑖

+ 𝑇𝑐𝑚𝑖
 )

𝑚𝑎𝑥𝑖=1,2,…,𝑁 ( 𝑇𝑐𝑝𝑖 .  𝑆𝑖 )+ 𝑀𝑖𝑛𝑇𝑐𝑚

… . (14) 

The objective function could then be modeled on all available scaling factors in order 

to calculate at the same time the maximum difference between energy normalization 

and performance normalization. In other words, it represents the minimum energy 

consumption and maximum performance at the same time, and the objective function 

computed by the following equation: 

𝑀𝑎𝑥𝐷𝑖𝑠𝑡 = max
𝑖=1,…,𝐹
𝑗=1,…𝑁

( 𝑃𝑁𝑜𝑟𝑚 (𝑆𝑖𝑗) − 𝐸𝑁𝑜𝑟𝑚 (𝑆𝑖𝑗)) … (15) 

Where the number of nodes is N, and number of frequencies available for each node is 

F. Then it can select the optimum set of scaling factors that satisfying equation (15). 

To solve the problem of idle or slack time due to time differences between fastest and 

slowest node due to the heterogeneity in the sense that each node has a different 
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computation time than the other, the initial frequency scaling factors computes as 

follows: 

𝑆𝑐𝑝𝑖
=  

𝑚𝑎𝑥𝑖=1,2,…𝑁 (𝑇𝑐𝑝𝑖
)

𝑇𝑐𝑝𝑖

… (16) 

Depending on the initial frequency scaling factors, all nodes compute the initial 

frequencies as follows: 

𝐹𝑖 =
𝐹𝑚𝑎𝑥𝑖

𝑆𝑐𝑝𝑖
 , 𝑖 = 1,2,..,N …(17) 

If a frequency calculated of the nodes is not available in its node frequency 

vector, the closest frequency available to it is chosen. Thus, the frequencies of the 

fastest nodes will be reduced depending on the scaling factors for the frequencies and 

this reduces the search space for selecting best frequency vector, since higher 

frequencies increase energy consumption and do not improve application 

performance. Therefore, the process of searching for frequency scaling factors will 

start from these initial frequencies downward towards the lower frequencies and thus 

we get optimum frequency scaling factors which give the highest value to the object 

function. 

In this work, the genetic algorithm is applied to solve the problem of selecting 

the best CPU frequencies. Genetic algorithms are a search tool used to optimize the 

candidate solution based on the principles of evolution [5]. The algorithm starts its 

search from a random generated vectors CPU’s frequency, where each vector is the 

candidate solution in the evolutionary process. Genetic operator including selection, 

crossover and mutation are applied over the generated population solutions to 

compose the next population. The next genetic algorithm determines the frequency 

scaling factors vector to provide the good possible trade-off between reducing energy 

consumption. It maximizes the performance, depending on the equation (15), of an 

iterative program uses message passing interface executing on the heterogeneous 

cluster. It uses the information collected offline after running the parallel program like 

the communication and computation time. 

Algorithm 

Require 

𝑇𝒄𝒑𝒊
∶ array for all computation times during first iterations and for all nodes with the 

highest frequency. 

𝑇𝑐𝑚𝑖
∶ array for all communication time during the first iteration and for all nodes 

with highest frequency. 

Popsize: size of population 

Clustersize: maximum number of nodes in cluster. 

Maxgen: Maximum Generation Number 

𝑃𝑑𝑖
:   array for dynamic array of all nodes. 

𝑃𝑠𝑖
:   array for static array of all nodes. 

𝐹𝑚𝑎𝑥𝑖
:   array for maximum frequency of all nodes. 

𝐹𝑚𝑖𝑛𝑖
:   array for minimum frequency of all nodes. 
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1: 𝑆𝑐𝑝𝑖
=  

𝑚𝑎𝑥𝑖=1,2,…,𝑁 (𝑇𝑐𝑝𝑖
)

𝑇𝑐𝑝𝑖
 

2: 𝐹𝑖 =  
𝐹𝑚𝑎𝑥𝑖

𝑆𝑐𝑝𝑖
 

3: Round every initial computed frequency Fi for the nearest one in each node 

available. 

4: Generate the initial population by selecting random frequencies for each solution 

in the range Fi to    

    𝐹𝑚𝑖𝑛𝑖
  

5: 𝑇𝑂𝑙𝑑 =  𝑚𝑎𝑥𝑖=1,2,…,𝑁 (𝑇𝑐𝑝𝑖
+ 𝑇𝑐𝑚𝑖

 ) 

6: 𝐸𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙 =  ∑ (𝑃𝑑𝑖
 .  𝑇𝑐𝑝𝑖

 ) + ∑ ( 𝑃𝑠𝑖
 .  𝑇𝑂𝑙𝑑)𝑁

𝑖=1
𝑁
𝑖=1  

7: Gen ← 0 

8:  Repeat 

9:  Gen ← Gen +1 

10: for i=1 to popsize do 

11:      for j= 1 to clustersize do 

12:             𝑆𝑖 =  
𝐹𝑚𝑎𝑥𝑖

𝐹𝑖
 , 𝑖 = 1,2, … , 𝑁.  

13:          𝑇𝑁𝑒𝑤 =  𝑚𝑎𝑥𝑖=1,2,…,𝑁 ( 𝑇𝑐𝑝𝑖
 . 𝑆𝑖 ) +  𝑀𝑖𝑛𝑇𝑐𝑚  

14:         𝐸𝑅𝑒𝑑𝑢𝑐𝑒𝑑 =  ∑ ( 𝑆𝑖
−2𝑁

𝑖=1  . 𝑃𝑑𝑖
 . 𝑇𝑐𝑝𝑖

+  𝑃𝑠𝑖
 . 𝑇𝑁𝑒𝑤 ) 

15:          𝑃𝑛𝑜𝑟𝑚 =  
𝑇𝑜𝑟𝑔𝑖𝑛𝑎𝑙

𝑇𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑
 

16:          𝐸𝑛𝑜𝑟𝑚 =  
𝐸𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑

𝐸𝑜𝑟𝑔𝑖𝑛𝑎𝑙
 

17:         𝐹𝑖𝑡𝑛𝑒𝑠𝑠𝑖 =  𝑃𝑁𝑜𝑟𝑚 −  𝐸𝑁𝑜𝑟𝑚 

18:   end for 

19: end for 

20: Selecting the individuals by using tournament selection method 

21: Applying crossover over the selected parents 

22: Applying mutation over the two new parents. 

23: Evaluation of the new offspring using step from 10 to 17 

24: Replace the best individual of the new generation with the worst individual of the 

randomly chosen group. 

25: until (Gen >=Maxgen) or (the best individual not change for a given number of 

generations) 

 

6. Experiments  

  6.1 Experiment setting 

To validate the proposed method, this work uses Linux operating system and 

message passing library MPI to program and execute the proposed method. The 

proposed method has been applied to the Jacobi method by using the SimGrid / SMPI 

simulator that provides easy and strong tools for simulating heterogeneous cluster. It 

consists of four types of nodes with different characteristics. The heterogeneous 



2nd International Scientific Conference of Al-Ayen University (ISCAU-2020)

IOP Conf. Series: Materials Science and Engineering 928 (2020) 032073

IOP Publishing

doi:10.1088/1757-899X/928/3/032073

10

cluster included nodes of the four types, where similar number of nodes uses for each 

type. The algorithm operates offline, after completion of running the parallel iterative 

program. The genetic algorithm gathers the required information for the application 

when its finish running. The gathered information for each node in the cluster is 

computation time, communication time, frequencies, static and dynamic power. 

Table(1) shows the characteristics of the four nodes types in the cluster. The 

algorithm predicts the energy consumption and time of execution for any vectors of 

frequency scaling factor, based on all of that information. The algorithm was repeated 

several times until the best vector for the frequency scaling factors was determined, 

which results will be given in the next section.  

Table 1: nodes information 

Node type Max freq. 
Dynamic 

power 

Static 

power 

1 2.5 20 w 4 w 

2 2.6 25 w 5 w 

3 2.8 30 w 6 w 

4 3.4 35 w 7 w 

 

 

Some of the important features that genetic algorithm distinguishes the use of 

crossover and mutation from other evolutionary algorithms, these processes are 

performed according to a certain probability called crossover probability and mutation 

probability, defined as PC and PM consecutively. The probabilities range is defined 

such as  0 < PC<1, 0 < PM<1 [11]. Thus, the proposed algorithm applied on different 

number of nodes starting from 4,8,16,32 till 64 nodes. Moreover, nine values of PC 

and PM as shows in table (2) and three population sizes (100, 200 and 300) are used 

in the experiments.  

Table (2): value of probabilities 

PC 1 1 1 0.9 0.9 0.9 0.8 0.8 0.8 

 PM 0.1 0.2 0.3 0.1 0.2 0.3 0.1 0.2 0.3 

 

6.2  Experiment results 

The model of energy consumption depends mainly on the model of time of 

execution since the static energy related linearly to the time of execution but the 

dynamic energy was relative only to time of computation. However, to verify of the 

efficiency of the proposed algorithm, the actual execution time was compared with a 

predicted execution one, as well as the real and predicted consumed energy are 

compared. The comparison indicated that the model proposed is precise, and as 

maximum difference between the time of execution and predicted time was less than 
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10%. For each instance, the total energy consumption was determined according to 

the model of energy consumption (11), with and without the algorithm being 

implemented. In all these experiments, the execution time was also calculated. Then, 

the percentages of energy savings and performance degradation were calculated for 

each instance. The experiments demonstrate that the proposed algorithm noticeably 

minimize energy consumption (to 24.78% if the problem size is 8000 and 22.66% for 

problem size is 4000) and attempts to limit the degradation of performance to 

minimum. Results are shown in tables (4) , (5), (6), (7), (8) and (9) were the best 

scenarios for the three populations size with different probabilities for crossover and 

mutation. All these results are the average energy-saving and performance-

degradation values from several experiments. It's often show that the percentage of 

energy savings decreases as the number of estimated nodes increases. That decrease is 

due to increase in the communication times when the application is running on the 

higher number of nodes. By comparing the execution times, but results show that 

percentages of performance degradation of most instance decrease when operating on 

the large number of nodes. This is because using more nodes will expend less time of 

computing than communication time. Therefore, reducing the frequencies of some of 

these nodes reducing the performance too. 

The obtained results show that the performance degradation ratio has positive and 

negative values. The positive values refer to performance degradation while the 

negative ones refer to the improvement in the performance compare to execution time 

of cluster without DVFS. Table (10) presents the details of the best scenarios selected 

from all obtained results. Figures 2 and 3 show the results of the best scenarios for 

two problem sizes which are 4000 and 8000. 

 

 

Table (4): best scenario- population size=300 

problem size=4000 

Nodes Scenario 
Energy-

saving 

Performance 

Degradation 

4 pc=0.9,pm=0.2 21.3413 -1.36513 

8 pc=0.9,pm=0.3 21.32557 -3.71017 

16 pc=0.9,pm=0.3 21.98475 -4.05505 

32 pc=0.8,pm=0.1 20.89991 -2.07293 

64 pc=0.8,pm=0.1 15.80963 -0.5272 

Table (5): best scenario- population size=200 

problem size=4000 

Nodes Scenario 
Energy- 

saving 

Performance 

Degradation 

4 pc=1,pm=0.3 21.8226 -5.0497 

8 pc=0.9,pm=0.3 21.1444 -3.7095 

16 pc=0.8,pm=0.2 22.6639 -0.7734 

32 pc=0.9,pm=0.3 18.8237 -0.4349 

64 pc=1,pm=0.2 18.00774 -3.7327 

 

Table (6): best scenario- population size=100 

problem size=4000 

Nodes Scenario 
Energy-

saving 

Performance 

Degradation 

4 pc=0.9,pm=0.1 21.7442 -1.9559 
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Table (10): Best scenarios information for specific number of nodes 

Problem size 
Scenario details Number of  

nodes 
Its name 

Pop-Size PC PM 

4000 

100 0.9 0.1 4 S1-4000 

200 0.8 0.2 16 S2-4000 

300 0.9 0.3 16 S3-4000 

8000 

100 0.9 0.2 4 S1-8000 

200 0.8 0.1 32 S2-8000 

300 0.8 0.1 32 S3-8000 

 

 

8 pc=1,pm=0.2 20.5447 -0.4822 

16 pc=1,pm=0.1 21.5739 -3.1389 

32 pc=0.8,pm=0.3 20.1068 -2.0765 

64 pc=1,pm=0.2 16.4663 -2.3473 

Table (7): best scenario- population size=100 

problem size=8000 

Nodes Scenario 
Energy-

saving 

Performance 

Degradation 

4 pc=0.9,pm=0.2 22.89169 -3.72779 

8 pc=0.9,pm=0.3 20.57708 -2.6553 

16 pc=0.9,pm=0.3 19.67462 -0.13292 

32 pc=0.8,pm=0.3 22.42769 -4.89822 

64 pc=1,pm=0.1 19.45389 -5.99994 

Table (9): best scenario- population size=300 

problem size=8000 

Nodes Scenario 
Energy-

saving 

Performance 

Degradation 

4 pc=0.8,pm=0.2 24.77813 0.365168 

8 pc=0.8,pm=0.3 20.59369 -3.13361 

16 pc=1,pm=0.1 21.65839 -2.25353 

32 pc=0.8,pm=0.1 24.95171 -5.04255 

64 pc=0.8,pm=0.2 19.8148 -5.26921 

Table (8): best scenario- population size=200 

problem size=8000 

Nodes Scenario 
Energy-

saving 

Performance 

Degradation 

4 pc=0.9,pm=0.3 21.52145 -1.80212 

8 pc=0.9,pm=0.1 21.89779 -2.97942 

16 pc=0.8,pm=0.1 21.82149 0.851252 

32 pc=0.8,pm=0.1 24.86672 -6.14255 

64 pc=1,pm=0.2 21.25644 -7.00692 
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Figure (2) : The best scenario result of population size 4000                       

 

 

Figure (3) : The best scenario result of population size 8000      

                  

7 .Conclusions 

This work introduced an algorithm for selecting the best frequency vector in the 

distributed cluster platforms. It provides the minimum energy consumption for iterative 

distributed applications running on heterogeneous cluster with minimal degradation in 

performance. This algorithm selects various scaling factor vectors based on the ratio of 

communication and computing times and the values of the CPU's dynamic and static power. 

The result of an experiments presented that the algorithm minimizes the consumed energy of 
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the parallel iterative application to (24% with 8000 problem size and 22% for 4000 problem 

size) while in almost cases improve the application performance up to 3%. 
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