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Abstract. Quality of Service (QoS) is a broad term used to describe
the overall experience a user or application will receive over a network. A
rough set based approach is used to design a modified Cloud-QoS Man-
agement Strategy (MC-QoSMS). MC-QoSMS is a component of cloud
broker that is used to allocate resources based on Service Level Agree-
ment between users and providers for Infrastructure as a Service (IaaS)
provisioning of cloud. Concept of reduct from rough set theory is used
to allocate the best service provider to the cloud’s user with minimum
searching time. The performance of the proposed system has been an-
alyzed in terms of number of requests. It is reported that the system
outperformed random algorithm by 25% and the round robin algorithm
by 30% for 100 requests.
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1 Introduction

Cloud computing is a model for enabling convenient, on-demand network ac-
cess to a shared pool of resources that can be rapidly provisioned and released
with minimal management effort or service provider interaction. By dynami-
cally provisioning of resources enables cloud computing infrastructure to meet
arbitrary varying resource and service requirements of cloud customer applica-
tions. The application requirements can be characterized by quality of service
(QoS) requirements such as availability, security, reliability etc., as mentioned
in the Service Level Agreement (SLA). In our earlier work, a rough set based
Cloud-QoS Management Strategy (C-QoSMS) framework has been proposed to
be employed in a cloud broker of cloud environment [1]. In the present work
a modified framework MC-QoSMS is employed in the cloud broker to discover
the best service provider among all the available service providers in minimum
searching time. The term ”best” means, the elements of all QoS parameters in
the provider match the requirements of the cloud user/ application. We have used
the MC-QoSMS framework and analyzed the performance of the frame work in
terms of number of requests from the cloud users. The results of the present
framework have been compared with the cloud brokers using round robin (RR)
and random (RAND) algorithms.
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2 Background

In order to increase the computational capacity of the local resources by hiring
IaaS provider to optimize time and cost two market oriented scheduling policies
have been proposed by M.A.Salehi and Rajkkumar Buyya [2]. In the present
framework, the searching time is optimized by using a concept called reduct
[3,4] of rough set theory [5]. The reduction of attributes is achieved by comparing
equivalence relations generated by sets of attributes. Attributes are removed so
that the reduced set provides the same predictive capability of the decision
feature as the original. A reduct is defined as a subset of minimal cardinality
Rmin of the conditional attribute set C such that γR(D) = γC(D) [5] where γ
represents dependency of attributes, C and D represents conditional and decision
attributes of given information system respectively.

R = {X : X ⊆ C; γX(D) = γC(D)} (1)

Rmin = {X : XεR; ∀Y εR; | X | ≤ | Y |} (2)

3 System Overview

3.1 Architecture of MC-QoSMS Framework

QoS parameters used in MC-QoSMS framework can be classified into three layers
namely, Application layer QoS (ALQoS), Middleware Layer QoS (MLQoS) and
Netware Layer Qos (NLQoS). ALQoS parameters include Accessibility, Security
and Availability; MLQoS parameters include frequency of CPU, secondary mem-
ory storage, cluster and GPU while NLQoS parameters include network avail-
ability, bandwidth, latency and error rate. In the present model, various param-
eters namely Availability, Security, Processor frequency, Main Memory Storage,
Secondary Memory Storage, GPU, I/O performance and Network Round Trip
Time(RTT) of the three QoS layers have been considered while all other param-
eters mentioned in the Service Level Agreement (SLA) are assumed to be met by
the provider. The MC-QoSMS framework has been divided into four components
as shown in Fig.1. Cloud Registry(CR) is registry service used to record service
capability and QoS provisions for different cloud managers by different service
providers. Cloud Manager (CM) is used to host the application of the client by
a service provider. Eucalyptus [6] environment may be considered by a service
provider for service and execution environment with QoS specifications for IaaS.
Network Resource Manager (NRM) uses the concept called Bandwidth Broker
which is responsible for managing the communication between the user and the
cloud manager. Application QoS Manager (AQoSM) has a specific strategy using
MC-QoSMS algorithm to find service providers adhering QoS requirements as
specified for a service in an SLA. When a service provider has been selected, the
AQoSM coordinates with the service providers cloud manager for subsequent
service execution.
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Fig. 1. MC-QoSMS Framework

Cloud providers publish their service along with all types of QoS parameters in
the CR then MC-QoSMS algorithm will be invoked. The MC-QoSMS algorithm
proposed in the present proposal is given in section 3.2.

3.2 MC-QoSMS Algorithm

A (i)Classification of Applications
B (i)Obtain user choice of Application

(ii)Fetch QoS parameters(PA)(ALQoS and MLQoS parameters)from expect
compilation(for instance Amazon classified QoS parameters into six types
of applications [1]).

(iii)Fetch the QoS parameters favorable values (PV) of B(ii).
C (i)Fetch all the QoS specifications for each provider from the cloud registry

by using cloud brokerage through AQoSM.
(ii)Extract the IaaS providers from the data obtained in C(i) and organize

as an Information System (IS).
(iii)Obtain all possible Reducts for above IS.

(a)Group homogeneous instances of the IS and attach an apt cluster label.
(b)Create Reduct Repository (RRP).

D (i)Select closest Reduct from RRP to the QoS parameters(PA) fetched in B.
(ii)Select nearest cluster (restricted to the Reduct selected in D(i)) of C(iii)(a).
(iii)Rank objects of the selected cluster in D(ii) based on RTT(NLQoS param)

from least to large(which is achieved by AQoSM interfacing with NRM).
(iv)Return first rank object id(Service provider(SP id)) and user application

id to Initiate network allocation.
E (i)AQoSM coordinates with selected provider in D(iv) for subsequent service

execution

3.3 Interaction with NRM

NRM is used to monitor the network links between the users and the providers.
AQoSM interacts with NRM at two different occasions: (1) AQoSM after apply-
ing reducts gives minimized set of providers. Then AQoSM interacts with NRM
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to monitor the reduced set of provider’s network links which closely matches
with Network QoS parameters as specified in the SLA. NRM then gives back
provider’s RTT to AQoSM. (2) Once an appropriate service has been discovered
by the strategy used by AQoSM then it interacts with NRM for provisioning
of network resources monitoring and supporting admission control. The NRM
determines a communicated path between user and the destination. Then the
Network path gets reserved using protocols like RSVP as per the Network QoS
parameters specified in the SLA for the service.

There is no single universally accepted standardization available in the litera-
ture. In our work we have used Amazon’s various MLQoS parameters standard-
ized on 10 point scale [7]. The details of Standardization of QoS parameters of
various applications selected by the client are given in [1]. One of the applica-
tions selected by the client will be processed against the list of providers that
the cloud broker has and maps a cloud provider which closely matches the QoS
requirements as given by Amazon.

4 Results and Discussion

Cloud Providers with varying performance in main memory, processor, storage,
availability, and RTT for a database application [1] (IaaS Service Model) have
been studied and analyzed as a function of number of provider requests by mea-
suring Euclidean distance between the ideal and provider’s QoS parameters of
an application. The present results of the proposed MC-QoSMS framework have
been compared with the results obtained using Random algorithm and Round
robin algorithm for the same data set. The performance of the proposed frame-
work is found to be closer to the ideal provider and gave best results compared
to other providers. The performances of the three algorithms are shown in Fig 2.
Fig 2(a) shows the performance of the three systems with 20 requests. The results
obtained from the MC-QoSMS framework were found to be ideal provider con-
sistently, and displayed a trend to reach it. The ideal model value is the zero line
(the x-axis) which indicates main memory, processor frequency, storage, avail-
ability was maximized and round trip time was minimized. The MC-QoSMS
selects the best provider at any given time as shown in Fig. 2, where the line
represented by the present system is consistently very close to the x-axis. The
present system selects best provider out of available ones at any point of time.
The chances of selecting the best provider may or may not appear to decrease
for subsequent requests. However, the system allows other providers to recover
or finish processing of some executing jobs and release more system resources.
Thus, it will enhance chances of selecting best provider for the next request.

The ability of MC-QoSMS framework has an added value, in contrast with
the other two systems namely, RR and RAND methods. The provider selected
by these systems(RR and RAND) is overloaded or is not a best provider, as they
have high Euclidean Distance(ED)(shown in Fig. 2) indicating bad performance.
Instead if allowed to select best provider by the MC-QoSMS, it completes the
task and releases resources thereby increasing system resources. The very low
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Fig. 2. Performance of MC-QoSMS, Round Robin and Random algorithms (a)for 20
request (b)for 50 requests and (c) for 100 requests

values of ED presented by Random and Round Robin algorithms unfortunately
occurred randomly in an inefficient and unbalanced manner. On the other hand,
the stable and managed behavior of the present MC-QoSMS framework ensures
a higher level of Main memory, Storage, Processor Frequency and availability.
Figs. 2(b) and 2(c) show for 50 and 100 requests respectively. These figures show
MC-QoSMS framework was still functioning properly, even after increasing the
number of provider requests in contrast to the other systems. In the present
study it was also noticed that Random algorithms showed better performance
than Round Robin method even after increasing the number of requests. This
observation is most likely due to its nature of requesting from each provider in
a Random manner. However, the MC-QoSMS framework still performed better
than both the other systems. Fig.2 also shows that MC-QoSMS framework is
more stable than other systems and tends to move closer to the model ideal value
(the Zero line). The Average values of Euclidean Distance (AED) for different
number of requests obtained in the present frame work are given in Table 1.

Table 1. AED and η(%) for different no. of requests

System/Framework No. of requests AED η (%)

MC-QoSMS 20 318.08 -
50 766.92 -
100 928.79 -

Random 20 1151.00 72.36
50 1223.36 37.31
100 1248.07 25.58

Round Robin 20 1248.08 77.84
50 1390.91 44.86
100 1338.13 30.59
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In order to demonstrate further, the Efficiency(η) of the MC-QoSMS frame-
work over other systems is given by eq(3).

η =
AV OS − AV US

AV OS
× 100 (3)

In eq(3), AVOS represents Average value of the Euclidean distance of the other
systems and AVUS stands for Average value of Euclidean distance of the under-
lying system. Using the AED, the value of η has been calculated for different
number of requests and is included in Table 1. It can be seen that the efficiency
of MC-QoSMS framework over random is 25.58% and round robin is 30.59%
for 100 requests that seems to be closer to the MC-QoSMS framework than the
round robin algorithm in the present study.

5 Conclusions

To meet the requirements of both cloud users and service providers, effective and
efficient resource broker is proposed with new MC-QoSMS framework. Rough Set
Theory is used to minimize number of attributes and minimize searching space
by selecting a cluster as required by the user. The proposed framework is more
stable than RR and RAND algorithms. The Euclidean distance tends to move
to the model ideal value (zero line) indicating enhanced system performance.
New QoS parameters namely Main Memory, Processor Frequency, Secondary
Storage, Availability, Security and RTT were considered in the present system
for a database application in IaaS. The MC-QoSMS framework can be of much
benefit to other cloud services that require selection of service provider in cloud
environment, utilizing less time and demonstrating high quality of performance.
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