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AND MAHMOUD SHAKER 

Abstract-The application of CAD technology to simulation, model- 
ing, and design of any system eliminates the diiliculties and improves the 
results obtained by the use of traditional mathematical approaches. The 
actual work presents a new CAD package to be used for modeling, 
simulation, and design of digitally controlled static power converters 111, 
(71, (81, (281, (311, (321. A real structure simulation for a matrix and no 
matrix (switched mode) converter is presented. The system modeling and 
identi6cation 19 also presented as a new way to design digital controllers 
that are MP based. The present work follows the new digital simulation 
and redesign concept (301 and is a complementary continuation of [81, 
1281, 1311, and 1321. 

I. INTRODUCTION 

OMPUTER simulation is currently a regular tool to be C used in every engineering field; nevertheless, most power 
electronic equipment has been designed via prototype, and 
the reasons for this are clear: The existence of general 
purpose tools (oscilloscopes, registers, etc.), as well as the 
possibility of making reduced scale prototypes, facilitate the 
task. On the other side to the moment of personal computer 
(PC) availability, most computers have been used only with a 
numerical, and not a graphical, capability, which is, in 
simulation, critically necessary. 

Some important questions have to be answered in this 
paper: Why is simulation used; why is real structure simula- 
tion better; why use digital modeling and identification. Some 
answers follow: 

If power electronics is among the fields in which the 
design via scale-reduced prototype is easy, the proto- 
type has to be made and tested from the initial design 
steps. The simulation approach avoids all kinds of 
equipment construction untq the designer knows the 
construction and most problems have been solved. The 
prototype implementation will only show practical as- 
pects. 
The above-described simulation is a practical tool (only 
in the way in which it will show what happens) and is 
as close as possible to the real physical phenomenon. 
Our real structure simulation (RSS) presented here 
shows the signals as real ones; therefore, the difference 
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between the simulated and the real magnitudes is almost 
null, and because of that, it is also possible to proceed 
to system identification and modeling. 

3) The traditional way to design in power electronics can 
be called the approximate one because the model's 
mathematical estimation gives a poor description of the 
system. The actual availability and low price of MP- 
based digital controllers imposes the need of digital 
system modeling; the systems to be controlled can no 
longer be studied like analog but must be studied as 
digital, and because of that, digital identification is 
necessary. 

The RSS simulation and digital identification described 
here are the two most powerful tools of power electronics 
computer aided design and simulation, (PECADS), which is 
an integrated PC-based CAD package that has been described 
[8], [28], [31]. Here, we will review what the simulation and 
modeling applies to. 

11. SIMULATION 
The simulation package follows the RSS rule that each 

block has to be simulated in such a manner that the output 
signals will represent the same evolution as the real ones. In 
that way, the difference between the PC and the oscilloscope 
signals is null (a high-resolution-screen PC has been used), 
and only the speed is lower. The package has three main 
functions: 

1) Converter + plant steady-state simulation 
2) converter + plant dynamic simulation 
3) controller + converter + plant closed-loop simulation. 

The first two will be individually studied. 

A .  Converter + Plant Steady-State Simulation 
At this point, we should make a new converter classifica- 

tion. 
a) Matrix-type converters (MTC's): In this type (Fig. 

1 (a)), the general converter configuration can be represented 
as a switching matrix [4], [5 ] .  The switching matrix repre- 
sents the simplest conceivable switching converter topology 
that performs the most general conversion function, and ,no 
components except switches are connected between the input 
and the output sources. 

b) No matrix-type converters (NMTC's) or switched 
mode power converters: This second type also has a set of 
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I 1 BOOSTER 

(C) 

(a) Matrix-type converter; @) no matrix-type converter; (c) booster. 

switches that connect input and output sources, but it also has 
a second set of reactor capacitors and resistors, which really 
perform the converter function. Fig. l(b) shows a general 
topology of the NMTC, where the switch operations give 
different circuit configurations. Fig. l(c) shows a booster as 
example of the NMTC. 

1) Matrix- Type Converter Simulation: The converter 
simulation for the MTC is made according to [l], [2], and 
[3], using the existence function theory [4], [ 5 ] .  In that 
theory, every converter is considered to be controlled by 
switching matrix modulation. Each individual switch has a 
switching pulse pattern (“0” open “1” closed), which can 
be modulated on the following: 

1) Phase displacement ( h / M ) :  ac/dc and cycloconverters 
2) pulse pattern frequency ( w ) :  harmonic composition 
3 )  pulse width ( A ) :  PWM dc/ac and dc/dc converters 
4) combination of the above modes. 

According to [l] and [4], the output voltages 5 and input 
currents Ii can be expressed by (2), (3), where Hij and H 
are the individual switch existence function and the converter 
existence function matrix, respectively. To generate the 
switching patterns, output magnitudes, and to analyze the 
harmonics content (using for example FFT), the PC has been 
adopted as an actual general purpose tool. 

M M 

1 1 
V,  = H i j *  vi; Ii = H i j  I j  (1) 

(2) [L] = [ H I  * [vinI; [‘in] =  HI^. [~outI. 

The existence function for an isolated switch is a pulse 
train, as shown in Fig. 2(a) and (b), which has been mathe- 
matically described as a Fourier expansion (3) and is easily 
simulated as shown in Fig. 2. The PC flow chart diagram that 
generates the modulated existence function is presented in 
Fig. 2(d), where a truncation at 0.5 with only a 10-term 
expansion, gives timing errors less than 1/1OOO over the 
PWM’s most narrow pulse: 

H~~ = I/A + (2/7r) * [sin(n n / ~ ) / n ]  
Q) 

1 

* cos (nwt + M ) .  (3) 
Fig. 2(a) shows the switching patterns for a modulation 

index ( x )  = 0.6 and a frequency modulation ratio (FMR) = 
9, for a PWM converter. In Fig. 2(b), a periodic pulse train 
has also been represented, and in Fig. 2(c) the PWM first five 
harmonics has been plotted to clearly demonstrate the two 
reasons why the 0.5 truncation gives a good approximation; 
harmonics composition on (3) decreases on a l / n  rate; the n 
order is a multiple of the very high w carrier frequency 
because the harmonic zero crossover speed is extremely high. 

The PC simulation described gives a very-high speed 
(several seconds in every screen), but in order to have an 
instantaneous simulation, the existence function can be pre- 
generated and stored at the PC memory via a file; in that 
case, from the user’s point of view, every phenomena hap- 
pens in a real time scale. 

More details over the existence functions, voltages, and 
current generation can be found in [l], [2 ] ,  and [3]; here, we 
only show two typical simulations: ac/dc converter in Fig. 
3(a) and dc/ac converter in Fig. 3(b), where the upper and 
lower sections are different CAD utilities, which can be 
combined with several others (average, RMS, and maximum 
values and DFT analysis of input and output voltages and 
currents, time evolution of voltages, currents and power for 
the power poles, power factor, and distortion) having, in 
total, a multitool functionality. 

The plant simulation is done by following the discretization 
techniques (Euler and others) in a block by block manner; 
therefore, the computer will solve the differential equations 
that once were transformed in difference equations. The 
G(s)  + G( z )  transformation is quite simple because the 
elementary block configuration (integral, time constant, etc.) 
and all internal and external magnitude evolutions can be 
graphically represented, as in the real system. 

2) No Matrix (Switched Mode)-Type Converter Simu- 
lation: The Converter simulation of the NMTC is made with 
a rather different approach. In the most general case, a 
NMTC is defined [9], [lo], [ll], [31] by a set of differential 
and constraint equations (4), where x is the state vector, p 
the controlling parameter, and T the time transition vector, 
and these define the state functionality and the transition 
between states. A general diagram has been represented in 
Fig. 4(a), where several timing-controlled switches ( t ,  to t ,) 
switch the differential equations set ( A ,  B ,  C ,  * * . ) in a 0- T 
period. 

By partitioning the repetition period T into single subinter- 
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Fig. 2. (a) PWM pulse train; (b) periodic pulse train; (c) first five 
harmonic representation of the PWM pulse train; (d) PC simulation flow 
Chart. 
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converter simulation with FFT analysis. 
Fig. 3. (a) ac/dc converter simulation and FFT analysis; (b) dc/ac PWM 

vals t ,  and designing with notation t ,  each single switching 
point, for every subinterval ( t i ,  the system behavior is 
governed by a different set of differential equations: 

dui/dt = f i ( x j ,  U ,  t ) ;  X j ( t j )  = xi0;  

c j+l(xj ,  U ,  t j+l)  = 0 .  (4) 

The latter determines the switching point t i+ ,  and can be 
considered to be the constraint equation. 

One can see step by step in Fig. 4 how the simulation 
system solves (in a closed-loop mode) the differential equa- 
tion blocks A ,  B, C, etc., which change from one to the 
other at the switching times and transfer the ending variable 
values in one state as the starting ones to the next in such a 
way that the variable's evolution is an exact physical phe- 
nomena representation. The converter simulation is done 
following the discretization techniques (Euler and others), 
and the computer runs over states A ,  B, C according to the 
controlled or natural switching cycles. 

Now, as an example, we consider the Buck-boost con- 
verter, which is represented in Fig. 4@). The possible circuit 
states A ,  B, C can be expressed as follows: 

1) In the A state, the switch is closed so that the circuit 
differential equations become 

E = dI , /d t ;  I, = C .  dV,/dt. ( 5 )  

n 1 1 I 
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Fig. 4. (a) NMTC general diagram; (b) Buck-boost simplified diagram. 
Fig. 5 .  

2) In the B state, the switch is open, and the current flows 
from the reactor to the capacitor and load; the differential 
equations are 

Vo = L .  dI , /dt;  I, = C *  dVo/dt;  I, = Z, + VOIR.  

(6) 

3) In the C state, the current I, equals zero, D blocks the 
reverse flow, and the differential equations are 

I, = 0 ;  VOIR = C dVo/dt. (7) 

4) The converter gets only the states A and B in continu- 
ous conduction, which has been simulated out of scale, as is 
shown in Fig. 4(a), to show the physical situation. 

5) The converter works in the three states A ,  B ,  C in 
discontinuous conduction, which has been simulated out of 
scale in Fig. 5(b). 

Several works [9], [lo] are based on the state-space expo- 
nential averaging matrix solution, but our RS simulation 
option, which is really useful for the simulation approach, 
followed by digital identification, forces us to do otherwise. 

B. Converter + Plant Dynamic Simulation 
There is a real need in our description to speak about RSS 

because of its block-by-block configuration and real output 
signal measurement, which really represents the magnitude's 
physical evolution, and is also a slow down real time simula- 
tion, because every phenomena happens in a real but slowed 
down mode. In Fig. 6(a), a ac/dc converter with dc motor 
load and phase displacement control RSS dynamic simulation 
is shown. In Fig. 6(b), a dc/ac inverter RSS dynamic simula- 

1: #44 CI ,I1 k 5 
(b) 

(a) Buck-boost continuous-conduction simulation; (b) Buck-boost 
discontinuous conduction simulation. 
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Fig. 6 .  

tion. 

(a) dc/dc converter plus dc motor RSS dynamic simulation; (b) 
dc/ac inverter dynamic simulation; (c) boost converter dynamic simula- 

tion is shown when a reference step at the arrow position is 

with a reference step and minimal phase result. 
In Fig. 6(c), a boost converter is shown 
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III. MODELING 
The traditional way to modeling in power electronics has 

been based on a mathematical definition that is followed by a 
complex mathematical formulation, which has been consid- 
ered by us as an approximate way because it may give a 
system’s dynamics poor description. In power electronics, 
the converter-plant transfer function is often not linear, and 
because of their mutual interaction, is no more the product of 
the converter and plant functions; NMTC multistage differ- 
ential equations and discontinuous conduction in MTC are 
clear examples of traditional serious difficulties in mathemati- 
cal modeling. 

The RSS simulation described here allows us to proceed to 
the system identification with digital algorithms under differ- 
ent working conditions, which is a very accurate way, but it 
is not the only benefit; the main advantage is the possibility 
of knowing .a discrete transfer function, as is required for 
digital controller design. 

The digital identification used in this work employs the PC 
as the basic tool and directly gives the F ( z )  converter-plant 
transfer function. We will follow with some explanations 
about the identification and modeling package. 

Suppose we have a system F( z), as represented in Fig. 
7(a), which is composed for a power converter plus plant. 
According to the RSS described above, we can analyze their 
input X(z) and their output Y ( z ) .  If F ( z )  has to be 
controlled by a digital system, their transfer function has the 
following expression (8): 

ZB&) = ( z - ’ ) / z  Z ( F ( s ) / s )  

For an “n” order system with a h = T,/T transport 
delay, and approaching the z transform by F( z )  = ZB,F(s), 
(9), (10) and (11) may be applied: 

(9) 

Y(Z)/X(Z) = F ( z )  (10) 

+ A l . x ( k -  1 ) + -  A n - x ( k - n ) .  (11) 

yk = B 1 .  y(k - 1) + * . -  Bn .y(k - n) 

According to Figs. 7(a) and 7(b), B1 to Bn and A1 to An 
can be calculated in a direct or recursive manner [ 191. 

The timedomain choice instead of the frequency domain 
one has been used for the following reasons: 

1) Power electronic systems can be easily simulated by the 
use of RSS algorithms [ 11 - [8], [31]. 

2) The RSS to an input step has, in most cases, a filtering 
type noise because of the known harmonics composi- 
tion, therefore, the direct way, which is very fast and 
accurate (only a set of equations has to be solved by 
Gauss) can be used. 

3) The time domain choice automatically gives the order 
of the system and the time of response. 

4) The time domain choice could be implemented as in 

F cxa 

, , .  * . . .  

RLGOR I TH cl 
1 

I y 
END 

(C) 

identification flow chart. 
Fig. 7. (a) Converter-plant block diagram; (b) time response to a step; (c) 

Fig. 7, in an interhelping mode between direct (Gauss) 
and recursive least squares (U) [14], [15] algorithms. 

As indicated in the identification flow chart, in the case of 
no or filtered noise, the computer reads a file with the stored 
output values and takes a sampling period T value with the 
following conditions: T = tR/lO ( tR is the time of response 
to get 70% stationary); T = Tr/h (T, being the transport 
delay, h should be an integer), and use the number of points 
that is enough to identify the Ai Bi coefficients, solving the 
system of equations by Gauss. The CAD identification pro- 
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cess works as follows: 

1) Calculate the Ai and Bi coefficients starting from the 
low (first) order and increasing. 

2) For each order, compute the error between the simu- 
lated and the identified equations. 

3) The system stops when the computed error is lower 
than a small fixed level and is the lower among the 
computed (all the small order and one high order) so 
that the error tendency changes after a minimum value. 

4) The CAD gives, in the described way, the most accu- 
rate system order as well as its 2 transform equation. 

In the unfiltered noise case, the RLS algorithm has been 
used, starting nevertheless with the same T choice (the 
identification process is similar to the one above described) 
and having the possibility of step or white noise as the input 
signal used for identification. RLS identification means to 
minimize the root of the square of the error between the real 
output and the identified one. This algorithm [14], [U]  is 
represented by equations (12) to (18): 

e ( t )  = e ( t  - 1)  + ~ ( t )  [ y ( t )  - e T ( t  - 1)  - + ( t ) ]  
(12) 

(13) 

P ( t )  = P ( t  - 1) - [ P ( t  - 1)  - + ( t )  +'(t) ' P ( t  - l ) ]  

/ [ l + d T ( t ) * P ( t -  1 ) . + ( t ) ]  (14) 

L ( t ) = [ P ( t - l ) . + ( t ) ] / l l + + T . P ( t -  l ) . + ( t ) ]  

y ( t )  = B1 * y ( t  - 1 )  + +Bn * y ( t  - n) 
+ A1 ~ ( t  - 1)  + * * a  A ,  ~ ( t  - rn) (15) 

y ( t )  = +'(t) . e T ( ? ) ;  +'(t) = ( - y ( t -  1)  

* - ~ ( t  - n), ~ ( t  - 1)  ~ ( t  - rn) (16) 

e T ( t )  = ( - ~ i  - Bn, A I  ~ r n )  (17) 

The initial conditions are P(0) = C I, where I is the 
unit matrix, and C is some large constant O(0) = 0; P ( t )  
and L( t )  are the operating matrices, and the final equation 
(18) is a Z transform of (11): 

G ( z ) =  [ A l . ~ - ' + A 2 . 2 - ~ + * * *  A n * z - " ]  

/ [ l - B l . ~ - ' - B 2 . 2 - ~ -  -B;z-"]. (18) 

At this point, we should analyze the different types of 
systems that can be found in power electronics to know if all 
of them can be expressed by a single Z-transform equation. 
We will refer to the single input single output (SISO) sys- 
tems, but the conclusions can be extended to the multiinput 
multioutput (MIMO) systems. 

Any kind of linear system can be expressed by general 
G(s)  and G( z) equations; the first question is what happens 
if the system is nonlinear? Generally, any nonlinear system 
with a unique differential equation set and variable parame- 
ters can be approximated by a linear one when a small 
disturbance is applied around each working point; it can 
therefore be identified in a step-by-step sequence. 

The second question to be solved here refers more to the 
case in which the system is not described by a singular 
differential equation set but for several sets of them (one by 
state), which is the case in NMTC (switched mode convert- 
ers) and some special cases (discontinuous conduction and 
others) in MTC (matrix converters). 

The sampled data description for a switched-mode con- 
verter operating over a cycle will be performed by a succes- 
sion of N equations, as previously suggested, in the form 

X ( t k + l )  = f ( x ( f k ) ,  p k ,  T k )  (19) 

(20) c( x (  fk) 9 P k  9 T k )  = O .  

One set for each of the N switch configurations is in the 
cycle. The evolution is continuous across each change in 
switch configuration, i.e., the final value in one configuration 
is the initial in the next. 

Equation (20) summarizes the constraint equation for each 
mode. Tk represents the transition times vector governed 
directly or indirectly by a set of controlling parameters p k .  

The transition times may be directly controlled by external 
control action, or the transition can occur when the system 
values reach particular levels or threshold conditions. 

To provide a concrete example, suppose a NMTC is the 
one represented in Fig. 4(a). In each state O / t ,  * * t , -  , / tn ,  
a different set of differential equations applies, and one can 
say no singular differential equation set can describe the full 
system functionality. 

Let us suppose a linear description in a multistate system 
as presented in Fig. 4(a) with only three states. The succes- 
sive difference equations (21)-(23) describe the signal evolu- 
tion (curve "a" in the figure) over a period: 

(0 - t l )  y(k) = B l ,  * y ( k  - 1) + +B,, *y(k - n) 
+ A l l  . x ( k  - 1 )  + * . .  +A,,  . x ( k  - rn) (21) 

( t l  - t 2 )  y ( k )  = BIZ * y ( k  - 1 )  + +B,2 * y ( k  - n) 
+ A , 2 * ~ ( k - 1 ) + * * * + A , 2 * ~ ( k - r n )  (22) 

( t2  - t 3 )  y ( k )  = B,, . y ( k  - 1)  + +Bn3 * y ( k  - n) 
+ A , , . x ( k -  1)  + * * e  + A m 3 * x ( k - m ) .  (23) 

If the sampling time for the three equations is T,, the final 
value at the end of the cycle will be the same with the full set 
working from 0 to t ,  but with the new individual sampling 
times expressed by (24): 

Tml = T,('fl + t ,  + t 3 ) / t 1 ;  Tm2 = Tm(t l  + t2 + t ' j ) / t 2 ;  

Tm3 = T,(t ,  + t 2  + t 3 ) / t 3 .  (24) 
Now, according to the z algebra, a new common sampling 

time T,, can be used for the full equations set (21)-(23), 
from 0 to t 3 ,  but the coefficients A i  to Bi become modified 
to the new ai to bi in (25)-(27): 

y ( k )  = b, ,  -y(k - 1) + . - .  +b,, *y(k - n) 

y(k) = b,,  * y ( k  - 1)  + * * .  +b,, . y ( k  - n) 

+ u , , . x ( ~ -  1 ) + * * .  + a , , . x ( k - m )  (25) 

+ a l 2 * x ( k -  l ) + * . . + a , , . ~ ( k - r n )  (26) 
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Finally, because of the common sampling time T,,, a single 
equation (28) could represent the system over the perid. 

y(k) = B, -y(k - 1) + -.. + B ; y ( k  - n) 
+AI.x(k- 1) + . * .  + A ; x ( k - m ) .  (28) 

, 
Thus, we can approach the behavior modelink the system 

as a single unity. If the model starts with the initial value of 
the switched circuit at the beginning of the peridd, its evolu- 
tion would intersect that of the switched circuit at all multi- 
ples k - T (k integer) of T, where T denotes the operating 
period. It is also not hard to show that if the model were 
started at the same time t, as the switched system, thep its 
evolution would intersect that of the switched system at the 

For these converters, the switching fiequkncies are ushilly 
considerably higher than the natural frequedcies of the circuit 
configuration. As a result, by this way, it is possible to 
replace instantaneous values by average values. The approach 
can be extended for a small signal and results in linear 
approximation of the system dynamic evolutions. The model 
describes the evolution of the system in terms of samples 
taken every cycle. The main objective of the CAD is to 
provide a model that satisfactorily approaches the system that 
will be used to design the regulator. In this sense, all the 
controlling parameters are constrained to vary no more fre- 
quently than once per cycle. 

In short, because of the linear appro+mation of the dyyStem 
evolution, with sampling time equal to the optiration pepod, 
(19) is linear, and a relation similar to (?3) can be exprqssed 
for Tki instead of x(ki).  In additiod, the 'considerations 
exposed in terms of samples taken every cycle can bk ex- 
tended to sampling times bigger than die operation period if 
the system dynamic is slow enough. 

The RSS simulation followed by identification can provide 
this model. Obviously, the approach process can be more 
exact by other different methods [91, [lo], 1113 but can be 
quite time consuming and may lead to models that are 
unnecessarily complex regarding our objectivb. The initial 
simplicity and the generalization of the prop+ procedure 
makes it desirable, and we may decide to use it at the CAD 
like a tool. 

To give a physical feeling of the above conclusion and to 
show the CAD potentiality, the Fig. 4(a) buck-boost inverter 
has been simulated. Fig. 8(a) shows the output voltage and 
current signals, and Fig. 8(b) shows the identification process 
(continuous line is the simulated system; the dotted lower line 
is the identified system as a first order; the dotted upper line 
is the same as a second order, which is the selected one). We 
should remark that the identified system has also been repre- 
sented in Fig. 8(a) (continuous line), showing the total iden- 
tity between the simulated and the identified system. As can 
be seen in Fig. 8(b) (lower), the CAD gives the 2-transform 

instants t ,  + T. 1 

I 
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@) 
Fig. 8. (a) Output voltage and current for a Buck-boost converter (the 

continucus line is the identified system simulation); @) system identifica- 
tion as a second-order minimal phase one. The continuous is the simulated 
system; the dotted lower line identifies the first-order system; the dotted 
upper line identifies the second-order system. 

equation: 

B(1) - z-' + B(2)  * r2 
(29) G(z) = 

1 + A(1) * Z-' + A(2) * z - ~  
' 

The above systems are cyclical over the T period; there- 
fore, the same approach done for the 0 and T points can be 
done for any 0 + t ,  and T + t ,  point as well as for the 
cyclic average value, which is a very important propriety for 
the systems in which the output controlled signal (voltage or 
current) is needed in dc form, which is the case in any type 
of ac/dc or dc/dc converter. In Section IV-C and Fig. 11, 
these conclusions are shown. 

Once the F(z )  transfer function for the converter-plant 
system is modeled, it is really easy to design the digital 
controller regulator. The bilinear z + w transformation as 
well as the z = eiWt one has been used, but because of the 
possibility of direct synthesis design for digital regulators, 
modem algorithms like Kalman, dead-beat, Truxal minimal 
prototype, minimal response [16]-[MI, and the new minimal 
response sliding (MRS) and minimal response integral sliding 
(MRIS) has also been included at PECADS in a constant or 
adaptive configuration. 

It will be interesting to use the frequency domain tech- 
niques because the z + w (eiwt type is preferred) PC-aided 
transformations are used to plot the discrete Bode or Nyquist 
charts. For nonlinear or VSS systems, a Bode-area plot, 
more than a singular curve, will appear, giving the opportu- 
nity to use MP look up table-based adaptive controllers or the 
traditional single configuration ones with slow response. 
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(4 

identification results. 
Fig. 9. (a) dc/ac PWM inverter diagram; (b), (c), (d) simulation and 

IV . MODELING EXAMPLES 

To give a real feeling about how the simulation and 
modelling-identification packages work, we follow three ex- 
amples. 

A .  dc 1 ac PWM Inverter 
A single-phase PWM dc/ac inverter is shown in Fig. 9. A 

step has been done at the “arrow” position, and the system 
has been identified as a second-order one. Because of the 
sinusoidal output voltage, a division by sin CY is necessary, 
and because of that, an unpredictable noise is present. The 
RLS algorithm has been used with good results. 

B. dc dc Buck-boost Inverter 
A dc/dc Buck-boost inverter (Fig. 4(b)) has been identified 

as a second-order one with no minimal phase. In this case, 
because of the filtering noise output signal, the direct identi- 
fication method has been used for a reference step. Because it 
is a switched-mode converter with multimode states and 
nonlinear configuration, it is a good example for analysis: 

ous conduction, have been selected: Continuous con- 
duction ( L  = 17 Q ,  I = 12.94 A); discontinuous con- 
duction ( L  = 19 Q ,  I = 11.57 A); limit between con- 
tinuous and discontinuous conduction ( L  = 18 Q ,  I = 

4) In Fig. lo@), the obtained gain and phase Bode charts, 
from .1 Q()2200 A to 100 Q02.2 A, are presented, 
and they surpass the range of practical cases. 

5) Table I shows a complete set of “2” transform coef- 
ficients K 1  to K4, according to formula (30), which 
will allow the design of an adaptive digital controller: 

, 22 A). 

C. ac / dc Converter Plus dc Motor 
It is a well known fact for all power electronics specialists 

that it is difficult to model the dc motor that is controlled via 
an ac/dc converter. Several works have been devoted to 
finding an accuracy transfer function for both continuous and 
discontinuous conduction; here, we will check the PECADS 
validity identification of such a system. In Fig. ll(a), a 
discontinuous conduction simulation has been plotted. A con- 
trol step linearized arccosinus has been done, the “instanta- 
neous average” (new concept introduced by us) current has 
been taken as an output, and the result of identification as a 
second-order system is shown in Fig. ll(c). The “z” equa- 
tion coefficients are indicated at the same plot according to 
(29), and the accuracy of the identification can be verified 
(upper dotted line is identified to be second order, and the 
continuous line is the simulated system). 

In Fig. ll(b), a continuous conduction simulation has been 
plotted. A control step linearized arccosinus has been done, 
the instantaneous average current has been taken as an out- 
put, and the result of identification as a second order system 
is shown in Fig. ll(d). The “z” equation coefficients are 
indicated in the same plot according to (29), and the accuracy 
of the identification can be verified (upper dotted is identified 
to be second order, and the continuous line is the simulated 
system). 

As a final output, the Bode diagrams (phase upper and gain 
lower) have been plotted in Fig. 12 for the following condi- 
tions: (a) Discontinuous conduction in the no-transport delay 
case, (b) discontinuous conduction with a 60” transport de- 
lay, (c) continuous conduction with no transport delay, and 
(d) continuous conduction with a 60” delay. Looking at the 
results shown as well as others not shown here because of 
space limitations, one can conclude some interesting outputs, 
which follow: 

1) In both cases, the actual transfer function will be placed 
The identification process has been expanded to all 
continuous and discontinuous conduction cases. 
The current has been selected as the parameter to 
control the transfer function modification. 
In Fig. 10(a), the three most critical cases, which 
represent the limit between continuous and discontinu- 

between the A & B  or C & D  curves. No possibility 
appears to check the exact position, which depends on 
the Statistical Transport Delay. 

2) The transfer function in the continuous conduction case, 
will change with the armature parameters La & Ra. 

3) The transfer function in the discontinuous conduction 
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Fig. 10. (a) dc/dc Buck-boost converter simulated and identified systems; 
(b) Bode chart for the same system in continuous and discontinuous 
conduction. 

TABLE 1 
COEFFICIENTS OF Z TRANSFER FUNCTION FOR A BUCK-BOOST 

CONVERTER 

440 
220 

73 
44 
32 
25 
20 
16 .29  
15.17 
14 .19  
13 .75  
11 

7.85 

- 
113.064598 

66.356561 

3.027725 
3.66 1.897905 

-108.217255 
-60.794945 
-19.494827 
-10.251558 

-6.138378 
-3.717742 
-2.113834 
- .920474 
- ,663266 -. 520572 
- .492392 

,151613 
,269396 

-3.131637 

-XES-- 
.600308 
.772363 
.917315 
.949068 
,962908 
.970704 
,975716 
.979950 
.981239 
,982370 
.982882 -. 001619 -. 001698 
.001293 

RI 
-1.072799 
-1.588537 

- -1.759443 
-1.903468 
-1.934981 
-1.948697 
-1.956420 
-1.961397 
-1.965584 
-1.966863 
-1.967986 
-1.968493 -. 973190 -. 980252 -. 992860 

!at I 

. I  

Fig. 11. ac/dc converter plus dc motor simulations and identifications: (a) Response to a control step in discontinuous conduction; 
(b) response to a control step in continuous conduction; (c) system identification in discontinuous conduction as a second-order 
one. The continuous line is the simulated system, the dotted lower line is first order, and the dotted upper l i e  is second order; (d) 
system identification in continuous conduction with the same comments as above. 
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Fig. 12. Several Bode charts for a dc motor controlled by an ac/dc 
converter: (a), (b) discontinuous conduction without and with transport 
delay; (c), (d) continuous conduction without and with transport delay. 

case, will change the gain according to the amount of 
discontinuity, but its corner frequency will stay at the 
same position. improvement. 

most adequate switching pattern sequence for every applica- 
tion. The total system is fully open to new expansion or 

A continuous-discontinuous conduction detection with 
a look-up table can be used to optimize the digital 
controller design in order to improve the overall system 
response. 

[I]  

[21 

V. CONCLUSIONS [31 

The PECADS software CAD package described here is a 
powerful PC-based tool, which is used in the study and 
design of power electronics, in which a new real structure 
simulation concept has been developed; the system has the 
capability for steady-state simulation, which allows topology 
election, FFT analysis, etc., and for slow down real time 
simulation, which allows system identification, digital regula- 
tor synthesis, and closed-loop system simulation. 

The full PECADS package also includes power semicon- 
ductors, protection sizing (using tIw magnitudes simulation 
capability), and a dedicated expert system that generates the 

[41 

[6] 

[7] 

181 

[91 
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