
A New Convolution Neural Layer Based on Weights 

Constraints 

Abstract. With the rapid development of artificial intelligence (AI) techniques, 

deep learning is one of the most effective ways to solve a variety of tasks. Con-

volution neural networks (CNNs) are considered one of the most popular AI tech-

niques used to extract and analyze meaningful features for image datasets, espe-

cially in the medical diagnosis field. In this paper, a new convolution layer for 

the CNN model is proposed. The new layer uses a constrained number of weights 

in each kernel trained in the phase of learning and excludes the others weights 

with zero values. The proposed method is introduced to extract a special type of 

feature considering for local shape of a sub-image (window) and topological re-

lations between group pixels. The features extract according to the distribution 

of weights in kernels that are determined considering a particular desired percent-

age. Furthermore, this paper proposed CNN model architecture uses the new con-

volution layer rather than the traditional CNN layers. The efficiency of the 

method is evaluated using three types of medical image datasets compared with 

the traditional convolution layer, pre-trained deep neural networks (DNNs), and 

state-of-art methods. The proposed method outperforms other methods in terms 

of accuracy and F1 score metrics and exceeds more than 98%, 89%, and 93% for 

three datasets used in the evaluation.  
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1. Introduction 

In recent years, deep neural networks (DNNs) are considered one of the significant and 

developed artificial intelligence (AI) techniques used in many applications [1]. Convo-

lution neural networks (CNNs) are a special type of DNN widely used in several meth-

ods like pattern recognition, classification, image retrieval, and many computer vision 

techniques [2]. The power of using the convolution layer in CNN networks is extracting 

the data features from the local features as texture features in earlier layers to global 

features of data as the object as a whole [3]. Essentially, the traditional convolution 

layer works in the multilayer perceptron neural network (MLP) principle and receptive 

field theory and views the features of images as multilevel hierarchies [4]. Typically, 

CNN consists of three types of layers in terms of levels; input layer, hidden layers, and 

output layer. The convolution process, performed in the hidden layer, includes the dot 

product of kernels with the feature maps in that layer considering the receptive field [5]. 

Hidden layers contain other types of layers as max pooling and average pooling layers. 

Each convolution layer may be followed by max or average pooling layers [6].  
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As a principle, max-pooling selects the maximum value of each local sub-image in the 

feature map and average pooling takes its average value [7]. Dense layers as batch 

normalization are of the most popular types of layers used in CNN networks. The dense 

layer or (full-connected layer) has the same work as backpropagation neural network 

layers and is used in the later CNN layers. A flattening process is needed for the resulted 

dense layer feature maps to predict the classes of images [8].  

To increase the efficiency and accuracy of the 2D CNN model used in this work, there 

are some preprocessing steps are implemented on the medical images datasets; the 

image enhancement method and data augmentation are used. Contrast Limited 

Adaptive Histogram Equalization (CLAHE) is one of the most efficient indirect 

contrast image enhancement methods used for medical image preprocessing [9]. As the 

name indicates, the CLAHE method is based on an image histogram and some 

statistical steps. The image is divided into several non-overlap sub-regions and clips 

the sub regions histogram to a specific range then equalized the resulted histograms 

[10]. The enhancement of the output image is appearing equally on image details rather 

than the image background [11].  

Data augmentation is one of preprocessing methods that is used to increase the training 

part of the dataset and raise the efficiency of the CNN model performance [12]. The 

augmentation process includes flipping horizontally or vertically, scaling (zoom in/ 

zoom out), rotation at a small angle, clipping, and others [13]. 

In this paper, a new convolution layer is proposed to extract more efficient features with 

less trainable parameters considering the local shape and topological pixel relations. 

The idea of the new layer is motivated by the shape of the image processing filters used 

for a special task. The filters are specified with values in specific locations in it 

according to the task applied for it.  

In the new convolution layer, each kernel is initialized with random weights (trainable 

weights) in specific locations selected randomly with the desired percentage specified 

by the user. The rest of the weights (non-trainable weights) are initialized with zero and 

not trained or changed during the CNN model training phase. The distribution of 

weights in each kernel is diverse from other kernels; therefore, it extracts a special local 

shape localized in that receptive field of feature maps. Furthermore, the distribution of 

the weights in a specific structure in each kernel helps to extract topological relations 

between pixels. Topological relations give an impression about image pixels organized 

and their regularity structure, as well as if there are a group of pixels that share relations 

or features and have the same properties.  

The new method considers a less number of trainable parameters considering for range 

determined by the user. That means, a faster CNN model and get generalization with a 

smaller number of trainable weights. 

There are many contributions are presented in this paper and can summarize as follow:  

- Propose a new 2D CNN layer with a new distribution for weights in each convolution 

filter. The proposed method includes a new suggestion for the filters’ form in the 

convolution layer. The weights in these filters concentrate the local shape and 

topological relations of the sub-image (window). The proposed convolution layer uses 

introduces a new work for the convolution process and uses a fewer number of trainable 

parameters compared with the traditional convolution layer. 
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- Proposing a new 2D CNN model architecture with preprocessing steps (enhancement 

and data augmentation) to increase the meaningful and efficiency of medical images 

feature extraction process and therefore the classification process. 

- The work uses three various datasets type that considers more recent challenges 

COVID19 medical CT and X-Ray images and proves the efficiency of the method by 

achieving outperformance results compared with traditional CNN layer model, pre-

trained DNNs as well as state-of-art methods in terms of accuracy and F1 score metrics. 

In the rest of the paper, sections are organized as; section 2 includes the works and 

research that introduced an improving trend in CNN models and layers. Section 3 

contains the proposed convolution layer and the CNN model architecture that includes 

the new layer rather than the traditional CNN layers for classification purposes. Section 

4 introduces the experiment results and discussions that analyze the efficiency of the 

new CNN model using three different medical image datasets. Finally, conclusions are 

explained in section 5. 

2. Related work  

There are many works and researches introduced in context improving a CNN layer or 

suggesting CNN model architecture. Ephy R. Love et al. introduced a topology CNN 

layer that used manifold relationships metrics to parameterize the kernels' weights 

values. They used two types of manifold metrics; first localized the weights concerning 

the location of the circle in addition to using the traditional CNN locality metric. 

Second, they localized layer kernels weights for the Klein bottle manifold metric. They 

set kernel weights to zero if the slices' layer weights are greater than the threshold to 

the two manifolds metrics and initialize the rest layers' kernels weights randomly.  

The method is proven to reduce the number of weights, but in only specific two forms 

of topological relations and that is constrained by the produced features in a limited 

form direction [14]. 

Belhassen Bayar et al. introduced a new type of CNN called constrained convolutional 

layer for image manipulation detection for forensic tasks. They adaptively learn the 

kernel weights as image manipulation traces. The constraint used in their approach 

included set -1 to the weight located in the center of the kernel and the sum of the rest 

weights is equal to 1. This constraint is applied during training and the error computing 

is constrained with the constrained kernels in this layer. This layer made the CNN 

model tend to do a specific task, but the number of training weights is stilled not 

changed [15]. 

Juan P. et al. introduced a new CNN layer for regularization purposes. The layer applied 

a random rotation process with a small rate on some feature maps after applying the 

convolution process. They rotated the feature map at an oriented rate selected randomly 

and this was done during the training phase without increasing the size and number of 

rotated feature maps [16]. 

Seunmin Han and Jongpil Jeong adopted weighted arithmetic mean CNN. They divided 

the training dataset into a set of traditional CNN layers with a percentage of 1:3. Then 

they found the optimal weights by increasing 2 each time. Finally, they found the 

weighted mean function on the resulted CNN layers feature maps [17]. 
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Wahyudi Setiawan and Fitri Damayanti modified a CNN model with 35 layers for chest 

pneumonia disease detection. They built the model with 3×3 kernel size and 

convolution layers with 8, 16, 32, 64, 64, 128, 256, and 512 dimensions. The model 

performance was compared with pre-trained CNN models such as VGG16 and VGG19 

networks [18]. 

Hajer Fradi et al. introduced multi-layer CNNs fusion by aggregating the activations of 

CNN produced by different CNN layers and fusing it into a single vector of features 

after passing into pooling layers. The method included a feature selection process by 

reducing the irrelevant features as well as the final dimension. To build the CNN model 

architecture, they used different inception architectures that contained from few 

convolution layers followed by max-pooling layers. The outputs of inception parts are 

aggregated using global average-pooling, and finally, passed to the full connected layer. 

To reduce the dimension of the feature, they used Principle Component Analysis (PCA) 

and Linear Discriminant Analysis (LDA) to find texture patterns projected to the same 

samples [19]. 

This work introduces a new CNN layer with a new distribution for weights in kernels 

considering the desired percentage to extract the local shape and topological relations 

in each sub-image (window). The proposed method reduces the number of CNN model 

parameters with the desired percentage, furthermore, improves the efficiency and 

performance of the CNN model. 

3. Proposed method and framework 

This paper introduces an improvement in CNN work. Furthermore, this paper proposed 

a new CNN architecture including the new proposed convolution layer, rather than, the 

traditional CNNs layers. The CNN model is built for classification tasks preceded by 

preprocessing steps to increase the model performance. This section introduces a 

description and explanation of the new CNN layer as well as the new CNN model 

architecture applied to classification task.  

3.1 The new proposed CNN layer 

The convolution layer is the base construction block in the deep neural network ar-

chitecture. The convolution process includes a dot product between a sub-image matrix 

(window) also called the receptive field and another matrix containing values that rep-

resent the trainable parameters called kernel or filter. To explain the work of proposed 

CNN, there is need to brief explanation how the traditional CNN parameters is com-

puted.  For each convolution layer, the input of the layer is the image channels (in the 

first convolution layer) or feature maps (the output of the previous layer). The size of 

input feature maps is X×X×A, where X×X and A are the size and number of feature 

maps, respectively. In the traditional convolution layer, each kernel is a square matrix 

have a size with k×k dimensions (e.g. k= 3,5,7,…) with depth equal to A. That means 

each kernel has k×k×A trainable parameters. Also, number of kernels specified to the 

layer that is referred as F is also represents number of feature maps produced from this 

layer (the layer output). Thus, the output of the layer will be X×X×F and number of 

trainable parameters (weights) is k×k×A×F [32].  

The proposed convolution layer suggests diverse distribution for weights of 

kernels in each convolution layer rather than the traditional square distribution. Figure 

(3.13) illustrates the difference between the traditional and proposed convolution layer 

work for one feature map convolved with N kernels each has 3×3 size (to simplify the 
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example comprehend we use 2D kernels and one 2D feature map). The main idea of 

proposed layer is determining the percentage of trainable parameters (weights) distri-

bution within each k×k kernel for depth A in the convolution layer and the rest non-

trainable parameters set to zeros values. The trainable parameters form specific shapes 

and topological relations to extract the local features in these shapes. Furthermore, the 

distribution of the trainable parameters in specific (random) locations in each kernel 

with a particular percentage will determine only the useful and meaningful local fea-

tures related to those shapes and topological relations. In other words, the method spec-

ifies the weights (trainable parameters) in each kernel with a particular percentage in 

some locations and allocated zero values to weights (non-trainable parameters) in rest 

locations. Thus, this method reduces the number of trainable parameters in kernels.  

Fig. 2 illustrates examples of kernel shapes and their appropriate parts on some sub-

images that it is useful to extract features from it. As explained in Fig. 2, each kernel in 

the proposed layer contains a particular shape represented by weights considering a 

specific percentage. To more explain the understanding of the new convolution layer, 

the initialization, forward and backward training phases are explained for the proposed 

layer in the following:  

- Kernels initialization: in traditional convolution layer, the weights in kernels are 

initialized randomly using uniform distribution using the Eq. 1 [33]:   

𝑊𝑚
𝑙 = 𝑈𝑛𝑖[−

1

√𝑘
  ,

1

√𝑘
 ]  (1) 

Where, 𝑊𝑚
𝑙  is kernel m in layer l, Uni[.] is the uniform distribution function to generate 

random values in range [-a, a], and k is the size of kernel. 

In the proposed convolution layer, the initial values of kernel weights are defined as 

Eq. 2: 

𝑊𝑓(𝑖,𝑗,𝑎)
𝑙 = {

𝑈𝑛𝑖 [− 1

√𝑘
  , 1

√𝑘
 ]  𝑎𝑛𝑑 𝑠𝑒𝑡 𝑡𝑟𝑎𝑖𝑛𝑎𝑏𝑙𝑒 𝑝𝑟𝑜𝑝𝑒𝑟𝑡𝑦 = 1 ,    𝑖𝑓 𝑙𝑜𝑐𝑓(𝑖,𝑗,𝑎)

𝑙 = 1

0       𝑎𝑛𝑑 𝑠𝑒𝑡 𝑡𝑟𝑎𝑖𝑛𝑎𝑏𝑙𝑒 𝑝𝑟𝑜𝑝𝑒𝑟𝑡𝑦 = 0 ,    𝑖𝑓 𝑙𝑜𝑐𝑓(𝑖,𝑗,𝑎)
𝑙 = 0

}  (2) 

Where, 𝑊𝑓(𝑖,𝑗,𝑎)
𝑙  is weight with (i, j, a) index in kernel number f ( 𝑓 ∈ 𝐹) with size k×k×A 

in layer l, trainable property is property for each weight in kernel give trainable ability 

to the weights, 𝑙𝑜𝑐𝑓(𝑖,𝑗,𝑎)
𝑙  is index of one location in loc matrix that contains 0 or 1 random 

values are generated using a random function with particular percentage for appearing 

1 in it. loc matrix has the same dimension as 𝑊 matrix. Eq. (3) explains generation of 

each k×k loc matrix in depth A for F kernels. 

𝑙𝑜𝑐 = 𝐺𝑒𝑛𝑟𝑎𝑡𝑒_0_1_𝑟𝑎𝑛𝑑𝑜𝑚 (𝑘 × 𝑘 , per)  (3) 

Where Genrate_0_1_random (.) is random generation function to generate random val-

ues [0 or 1]. per is the percentage of appearance of 1 in the random generation function.  

loc matrix with 0/1 values forms a specific shape of weights  in kernel instead of square 

shape where 1’s values represent the trainable weights and 0 values represent non-train-

able weights in kernels. 

In this form of kernels, the convolution operation will take the effect of sub-image po-

sitions that is convolved with actual weights and get a zero effect on the zeros weights 

values in each kernel. 

- Forward phase: the convolution process for traditional convolution layer is defined 

as Eq. 4 [34]: 

𝑜𝑚
𝑙 = 𝜎((𝑊𝑚

𝑙 ∗ 𝑎𝑙) + 𝑏𝑚
𝑙 )     (4) 
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Where 𝑜𝑚
𝑙  is the output of convolution operation (*) between kernel 𝑊𝑚

𝑙  number 

m (𝑚 ∈ 𝐹) and input feature maps 𝑎𝑙  of the layer l, 𝑏𝑚
𝑙   is the bias parameter, σ is a non-

linear activation function.   

For proposed convolution layer, the convolution process for convolution layer is stay 

the same, where the data in locations multiplying with the zero weights is neglected 

(not added in convolution process).  

- Backward phase: In traditional convolution layer, the weights in kernel are affected 

by the loss function of computing the error values and updating of weights in the back-

ward phase. Eq. 5 represents the weights kernel updating function using gradient de-

scent error function that compute the error [35]:  

𝑊 𝑚
∗ 𝑙 = 𝑊𝑚

𝑙 − 𝐿𝑟 × 𝜕𝑊𝑚
𝑙    (5) 

Where, 𝑊 𝑚
∗ 𝑙is the updated weights kernel number m for layer l, 𝑊𝑚

𝑙  is old weights ker-

nels, 𝜕𝑊𝑚
𝑙  is the gradient of error function computed of each weights kernel, Lr is the 

learning rate. 

In proposed convolution layer, since the zeros weights within the kernel have zero error, 

for that, it is not updated in the backward phase. Thus, the weights in kernel are updated 

using gradient descent error function as in Eq. 6: 

𝑊𝑓(𝑖,𝑗,𝑎)
∗𝑙 = {

𝑊𝑓(𝑖,𝑗,𝑎)
𝑙 − 𝐿𝑟 ∗ ∂𝑊𝑓(𝑖,𝑗,𝑎)

𝑙       𝑖𝑓 𝑊𝑓(𝑖,𝑗,𝑎)
𝑙   𝑡𝑟𝑎𝑖𝑛𝑎𝑏𝑙𝑒 𝑝𝑟𝑜𝑝𝑒𝑟𝑡𝑦 = 1

𝑊𝑓(𝑖,𝑗,𝑎)
𝑙      𝑖𝑓 𝑊𝑓(𝑖,𝑗,𝑎)

𝑙   𝑡𝑟𝑎𝑖𝑛𝑎𝑏𝑙𝑒 𝑝𝑟𝑜𝑝𝑒𝑟𝑡𝑦 = 0
   (6) 

 Where, (i, j, a) denoted the index of weight in kernel f (𝑓 ∈ 𝐹) with size k×k×A of layer 

l. 

 
Fig. 1 The convolution layer work; a: traditional and b: proposed convolution layer 
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Fig. 2 Examples of kernels shapes and its appropriate parts on some sub images 

The pseudocode of the proposed convolution layer is illustrated in the algorithm (1).  

Algorithm (1): Initialization weights for proposed convolution layer 

Inputs: input feature maps (A), output feature maps (F), kernels size (k) and percentage 

of trainable weights (per) 

Output: weights matrix with initial values (Weight) 

Begin 

1. Set the dimension of Weight and loc matrices with [k, k, A, F]  

2. Initialize Weight with random uniform values ranged [0-1] using Eq. 1 

3. Initialize loc with random (0 or 1) values with percentage per using Eq. 3 

4. For f =1 to F 

  For a =1 to A 

    For i=1 to k 

      For j =1 to k 

         If (loc [i, j, a, f] =0) then 

   Weight [i, j, a, f] =0 

   Set Weight [i, j, a, f] trainable property with 0 

         Else 

Set Weight [i, j, a, f] trainable property with 1 

  End if 

 End for 

  End for 

End for 

5. Set Weight matrix as new convolution layer weights 

End 
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As explained in algorithm (1), the weights of the layer are selected randomly and in 

specific indices in each kernel. The weights with the trainable property are updated in 

the backward phase but the weights with the non-trainable property are not changed 

and are still with zeros values. As mentioned above, the proposed convolution layer 

reduces trainable parameters by the desired percentage. To explain the difference be-

tween the proposed and traditional convolution layer, we compute the trainable param-

eters for these two types of layers. In any convolution layer, the trainable parameters 

are computed as Eq. 7 below: 

𝑃 = 𝑘 × 𝑘 × 𝐴 × 𝐹 + 𝐹    (7) 

Where P is the number of trainable parameters, and we add F for the bias parameter 

that used F times. In contrast, the trainable parameters in the proposed convolution 

layer are computed as Eq. 8 below: 

𝑃 = (𝑘 × 𝑘 × 𝑝𝑒𝑟) × 𝐴 × 𝐹 + 𝐹   (8) 

Where, per is the desired percentage of trainable parameter in each 𝑘 × 𝑘 kernel in 

depth A. 

3.2 proposed CNN model architecture 

In this section, feature extraction and classification are applied by proposing a new 

CNN model architecture. The objective of building a CNN model is to prove the effi-

ciency and the power of the new 2D CNN layer that is one of the earlier layers in the 

proposed model. Fig. 3 illustrates the 2D CNN model architecture with a number of 

kernels and feature maps dimensions inputs for each layer in the model. Any convolu-

tion layer, including the proposed convolution layer, have number of input feature maps 

A with size X×X and produced output number of feature maps F with size X×X de-

pending on the number of kernels in that layer. In this model, all convolution layers 

kernels have a size of 3×3, strides are 1 and same padding that is zero-padding on left, 

right, up, and down returning the same size of the feature maps dimension. Max pooling 

and average pooling layers also are used after convolution layers in the CNN model 

that is, as well known, considered as a down-sampling for feature maps by reducing its 

dimensions. The model contains a successive number of convolution and pooling layers 

followed by flattening and dense fully connected layers. For classification, the model 

used the Softmax activation function at the end of the architecture. 

 
Fig. 3 The proposed 2D CNN model architecture 
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As explained in Fig. 3, each RGB color image in the medical dataset is passed through 

two of the proposed convolution layers with 32 kernels and then the max-pooling layer 

to reduce the feature maps size. Feature maps are passed through two proposed convo-

lution layers with 64 kernels and then to the max-pooling layer too. After that, feature 

maps passed through a sequence of traditional convolution, max, and average pooling, 

and dense layers to reach the activation function (Softmax) to the decision making step. 

4. Results and discussions 

To illustrate the work of the proposed layer and evaluate its efficiency compared with 

the traditional convolution layer, we build CNN architecture to classify three types of 

datasets. The three datasets contain a CT scan and X-Ray images for COVID19 disease.  

The results of the classification process are compared to traditional convolution layer 

work using the same architecture, as well as, other state-of-art methods and pre-trained 

DNNs. 

4.1 Description of datasets and Data preprocessing 

The new layer proposed in this work is evaluated using three types of datasets for 

COVID19 medical images. Before entering the datasets into the CNN model, there are 

some preprocessing steps are implemented on the datasets. In this section, we describe 

applied datasets and preprocessing steps as well as the evaluation metric used in this 

paper. 

4.1.1 Datasets description 

The first dataset used in this work is called the SARS-CoV-2 CT scan dataset [20] 

which consists of 2482 CT scan lung images. The dataset has two classes; 1252 CT 

scan lung images with COVID19 infection and 1230 CT lung images with other infec-

tions. The dataset is available at https://www.kaggle.com/datasets/plamenedu-

ardo/sarscov2-ctscan-dataset. The second dataset used in this work is called the 

COVID-CT dataset [21] which consists of 746 lung CT scan images; 349 infected CT 

images with COVID19 and 397 with no infection. The dataset is available 

at http://medicalsegmentation.com/COVID-19/. The third dataset is called 

DLAI3Hackathon COVID19 Chest X-Ray [22]. This dataset is available 

at https://www.kaggle.com/c/dlai3/data as a DLAI3 Hackathon COVID19 challenge 

on the Kaggle website. The dataset consists of 1135 X-Ray Chest images divided into 

train and test sets. There are 269 X-Ray Chest images with COVID19 infection; 151 

for train and 118 for the test. Also, there are 866 X-Ray images for the normal Chest; 

576 for the train, and 290 for the test.  

4.1.2 Evaluation metrics 

There are two evaluation metrics used in this work to measure its efficiency of it; Ac-

curacy and F1 score metrics [23]. Accuracy is defined as a ratio of true positive and 

negative classification results to the total one that considered as Eq. 9: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
     (9) 

Where the TP represents a true positive, TN is a true negative, FP is a false positive, 

and FN is a false negative of the test validation results. Also, the precision and recall 

harmonic mean is denoted by the F1 score defined as Eq. 10: 

𝐹1 𝑠𝑐𝑜𝑟𝑒 =
2×𝑃𝑟𝑒𝑐×𝑅𝑒𝑐

𝑃𝑟𝑒𝑐+𝑅𝑒𝑐
    (10) 

https://www.kaggle.com/datasets/plameneduardo/sarscov2-ctscan-dataset
https://www.kaggle.com/datasets/plameneduardo/sarscov2-ctscan-dataset
http://medicalsegmentation.com/COVID-19/
https://www.kaggle.com/c/dlai3/data
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Where Prec represents the precision for the classification result that defined as Eq. 11: 

𝑃𝑟𝑒𝑐 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
    (11) 

And Rec represents the recall value for the classification result that defined as Eq. 12: 

𝑅𝑒𝑐 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
       (12) 

4.1.3 Preprocessing steps 

To enhance the CNN model performance and increase the classification accuracy re-

sults, image enhancement method is applied on the implemented datasets. As men-

tioned in section 2, Contrast Limited Adaptive Histogram Equalization (CLAHE) is 

one of efficient indirect contrast image enhancement methods and is used in this work. 

Also, we use data augmentation o increase the number of datasets images, furthermore, 

increasing the efficiency of the classification model. The steps of augmentation are used 

in this work contain horizontally flipping, rotation in a small angle with 10 range, scal-

ing with parameter 0.01. This step doubles the dataset images number. 

4.2 Experiment results and Discussions 

The proposed convolution layer is used as one of the CNN model layers within a new 

classification of CNN architecture as explained in section (3). The CNN model is im-

plemented in PyCharm 2022.1 with Python 3.8 Tensorflow 2 using an GPU 8G RTX 

2070 personal PC device. The 2D CNN model is trained using a Stochastic gradient 

descent (SGD) optimizer, 0.0001 learning rate, 0.9 momentum, and decay rate with 

learning (rate/epochs) rate. The model trains for 100 epochs with 16 batch sizes.  

As we mentioned in section (3.1) and according to Eq.7 and Eq.8, the proposed 2D 

CNN convolution layer reduces number of trainable parameters (weights) of the model, 

thus, the training process of the model will be faster. To explain difference in the num-

ber of trainable parameters for proposed and traditional convolution layer, we use two 

models; first is the proposed CNN model that used proposed convolution layers and 

second is the same model with the same architecture used traditional convolution lay-

ers. Table 1 illustrates comparison between number of trainable parameters in earlier 

convolution layers used in the two models (the rest model layers have the same number 

of parameters). As shown in table 1, the trainable parameters are reduced considering 

the desired percentage of the kernel size in the proposed convolution layer compared 

with the traditional one. Fewer trainable parameters faster learning processes and fewer 

saved model weights are required. 

As mentioned in section 4.1, to evaluate the model efficiency three different types of 

datasets are used and they also difference in evaluation conditions. For that, and to 

introduce a fair comparison, we introduce the results and discussions for each dataset 

and compared it with the state-of-art and pre-trained method as well as the traditional 

CNN model. 

Table 1. Number of trainable parameters for earlier traditional and proposed convolu-

tion layers with a specific number of layers parameters using Eq.7 and Eq.8 

Convolution layer type k=3, A=3, F=30, per=0.3 k=3, A=30, F=60, per=0.3 
Traditional convolution layer 3×3×3×30+30=840 3×3×30×60+60=16260 
Proposed convolution layer (3×3×0.3)×3×30+30=273 (3×3×0.3)×30×60+60=4920 
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4.2.1 SARS-CoV-2 CT-scan dataset 

The first dataset we used to evaluate our method efficiency is the SARS-CoV-2 CT-

scan dataset. First, we compare our proposed 2D CNN model using the proposed con-

volution layer with the same structure of the model used traditional convolution layer. 

Also, the model is compared with other pre-trained deep learning methods such as 

GoogleNet, VGG-16, ResNet, and AlexNet methods. Furthermore, the proposed model 

is compared with DNN method proposed by Soares et al. [20]. To divide the dataset, 

the protocol presented in [20] is used to divide the dataset randomly to 80% for train 

and 20% for test. Images size used in this comparison is 300×300 pixels. Table 2 ex-

plains the comparison results in terms of accuracy and F1 score, metrics. As explained 

in the table 2, the model uses the proposed method and produces results very near to 

the CNN model using the traditional CNN layers despite the difference in trainable 

parameters.  

Also, the model uses the proposed method outperforms the other pre-trained and state-

of-art methods by increasing the accuracy and F1 score metrics up to (1.1%-6.7%) and 

(1.6%-6.7%), respectively. 
Table 2. Proposed method results compared with traditional convolution layer, other pre-

trained DNNs and state-of-art approaches applied on SARS-CoV-2 CT-scan Dataset 

methods Accuracy F1 score 

ResNet 94.87% 94.89% 

GoogleNet 91.68% 91.79% 

VGG-16 94.9% 94.96% 

AlexNet 93.69% 93.58% 

xDNN [20] 97.38% 97.31% 

Our method 98.387% 98.387% 

Traditional CNN 98.374% 98.374% 

4.2.2 COVID-CT dataset 

The second dataset used in this work is the COVID-CT dataset described in section 

(4.1.1). The results of the model using the proposed method are compared with the 

same model used traditional convolution layer. Also, we illustrate the results of apply-

ing the same dataset using pre-trained DNNs trained on a large dataset as the ImageNet 

dataset. Pre-trained DNNs are included VGG16 [24], ResNet18 [25], ResNet50 [25], 

DenseNet-121 [26], DenceNet-169 [26], EffecientNet-b0 [27], and EffiecientNet-b1 

[27]. Furthermore, the comparison illustrates the implementation of state-of-art meth-

ods applied to the same dataset by Mobiny et al. [28], Polsinelli et al. [29], He et al. 

[30], and Pedro et al. [31]. The protocol of the division dataset is the same as that used 

in [28] where the dataset is divided into 85% for train and 15% for test purposes. Table 

3 illustrates the experiment results of applying the above methods to the COVID-CT 

dataset in terms of Accuracy and F1 score metrics.  

From observation for the results in a table 3, the results of the proposed CNN layer 

compared with the traditional CNN layer are so closed. despite the difference in train-

able parameters.  

 Also, whereas the pre-trained DNNs are learned using a big dataset like the ImageNet 

dataset and these models are more complex and deeper, our model outperforms these 

pre-trained models. The proposed model has an improvement by increasing in the range 

of (6.26%-15.26%) and (8.18%-16.18%), in terms of Accuracy and F1 score, respec-

tively, compared with pre-trained DNNs. Table 3 illustrates the performance of our 
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proposed method compared with state-of-art methods introduced in [24,26,28,30] and 

get improvement in range of (1.66%-4.7%) and (2.08%-5.2%), in terms of Accuracy 

and F1 score, respectively. 

Table 3 The our proposed method results compared with other pre-trained DNNs and state-

of-art approaches applied on COVID-CT dataset 

Methods Accuracy F1 score 

VGG-16 [24] 76% 76% 

ResNet-18 [25] 74% 73% 

ResNet-50 [25] 80% 81% 

DenseNet-121 [26] 79% 79% 

DenseNet-169 [26] 83% 81% 

EfficientNet-b0 [27] 77% 78% 

EfficientNet-b1[27] 79% 79% 

Mobiny et al. [28] 87.6% 87.1% 

Polsinelli et al. [29] 84.56% 83.98% 

He et al. [30] 86% 85% 

Pedro et al. [31] 87.6% 86.19% 

Our method 89.26% 89.18% 

Traditional CNN 88.24% 88.19% 

 

4.2.3 DLAI3 Hackathon Dataset 

As described in section (4.1.1), the DLAI3 Hackathon dataset is introduced on the 

Kaggle website to achieve a challenge called Hackathon COVID-19 Chest X-Ray chal-

lenge [22]. The baseline method introduced in this challenge gets an accuracy of 92%. 

Table 4 illustrates the proposed CNN layer method model results compared with the 

traditional CNN layer model, baseline method, and pre-trained DNNs including 

VGG16, AlexNet, VGG19, and Dense-169 networks.  
Table 4 Our proposed method results compared with other pre-trained DNNs and state-of-

art approaches applied on DLAI3 Hackathon dataset 

Methods Accuracy F1 score 

VGG-16 86.28% 82.96% 

VGG-19 78.91% 76.87% 

DenseNet-121 90.18% 88.11% 

DenseNet-169 90.12% 87.38% 

Baseline[22] 92% - 

Our method 93.38% 93.16% 

Traditional CNN 93.27% 93.04% 

The results are shown in table 4 explains the efficiency of our proposed method that 

exceeded the pre-trained methods above and the baseline method [22] with a range of 

increasing (3.21%-14.46%) and (4.98%-16.21%) for accuracy and F1 score, respec-

tively. Also, our proposed method results compared with the traditional CNN layer 

method gets very closed results in terms of accuracy and F1 score despite the difference 

in trainable parameters.  

Conclusions 

This paper introduces a proposed convolution layer for the CNN model considering the 

number of trainable parameters focusing on extraction of local shape and topological 

relation features. This method aims to reduce the trainable parameters in the CNN 

model and thus achieving generalization and faster and more efficient model.  The 
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reduction of learning weights is constricted with the desired percentage determined by 

the user therefore the number of parameters is reduced by that percentage. Therefore, 

the comparison results between proposed method and traditional CNN show how close 

the efficiency of the two methods is, despite the large difference in the number of train-

able parameters. Also, this paper proposes a new CNN model architecture that uses the 

new convolution layer in earlier cascaded layers, in addition to use traditional CNN 

layers. The proposed model experiment results using three types of medical image da-

tasets showed outperformance of the proposed model compared to pre-trained DNN 

and state-of-art methods.  
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