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Abstract—Natural gas is one of the alternative energy sources for 

oil. It is a highly efficient, low-cost, low emission fuel. Natural gas 

is an essential energy source for the chemical industry and is a 

critical component of the world's energy supply. It is also 

considered one of the cleanest, safest, and most beneficial sources 

of energy available. Therefore, this paper attempts to build a 

natural gas forecast optimization model as well as find out what 

type of gas is connected to the networks using intelligent data 

analysis. In this study; We will build the HPM-STG system, which 

consists of integrating two technologies together: XGBoost 

prediction technology and GSK optimization technology. This 

study will solve some problems, including the problem of data 

coming from natural gas that is collected manually, so the error 

rate will be because the prediction principle must be correct data, 

so we will solve it by collecting data through sensors, and the 

second problem that we will solve is the algorithm problem. 

Although the XGBoost algorithm is one of the best prediction 

algorithms, it faces many problems, so its core will be replaced by 

one of the optimization algorithms, and these two technologies 

together will give more accurate results.  

 

Keywords— E2T3A, DGSK-XGB, XGboost, GSK, Ethanol, 

Ethylene, Ammonia, Acetaldehyde, Acetone and Toluene  

I. INTRODUCTION  

Intelligent data analysis is one of the most important 

areas in real-world applications as well as computer 

science. We learn the artificial intelligence-based tools 

for finding information patterns by intelligently analyzing 

data to provide various techniques of exhibiting 

throughout the discovery or recovery pattern planning. 

The outcomes of the data evaluation and processing can 

be used in the application. As a result, a specific real-

world problem must be addressed, realistic data must be 

assessed, and the best logic approach must be selected. To 

create a model that can assess data once it has been 

discovered. The reason for constructing rules, 

troubleshooting optimization, resulting in data, 

forecasting results, or providing a concise and relevant 

summary is the objective of the analysis. To succeed in 

today's demanding technological environment, gas and 

oil firms must build a diverse range of hybrid capabilities 

that allow production processes to interact with 

information technology. As a result of these 

requirements, IOFs emerge as a commercial capacity 

extension, with the leadership controlling the entire value 

chain rather than just the equipment. Large production 

environments with a wide assortment of assets open up 

new possibilities. (Wang, et al. 2022). It improves 

company operations, such as real-time visibility and 

process coordination, to bring assets closer to their 

optimal operating position.  

The main problem of this paper is natural gas is 

the most important source in Iraq's economy and play a 

prominent role in controlling the country's development 

in various directions. Therefore, the question of 

forecasting its production rate for subsequent years is a 

very important point for drawing plans for a country 

according to rules and values that are closer to reality. 

Therefore, this paper attempts to build an optimization 

model to predict the gas associated with those networks 

using Intelligent data analysis. In this study, we will 

construct a five-step system: (a) Collect data from the 

Natural Gas network through IOT Platform in real-time, 

(b) Pre-processing that data based on split it into different 

intervals, and determining the main limitation and rules 

on it.  (c) build predictive model called (HPM-STG). This 

predictor is based on Extreme Gradient Boosting 

(XGboost) typically using Decision Trees (DTs) to 

produce the predictor. However, it will replace the DTs 

with a Gaining-Sharing Knowledge-based Algorithm 

(GSK) since it has the ability to provide more accurate 

and optimal outcomes than DTs alone. (d) Finally, the 

HPM-STG outcomes would be assessed using five 

confusion matrix measures known as "AC, TP, P, F-



 

 

measure, and Fb". In addition, Cross-Validation will use 

to validate the accuracy of HPM-STG. 

Fig.1.  Relationships among the Main Three Challenges 

II. RELATED WORK 

The issue of perdition the types of Natural gas is one of the 

key issues related directly to people's lives and the 

continued of a healthful environment. Since the topic of this 

research is to find a recent predictive way to deal with types 

of data that is sensitive and performs within the range of 

data series, in this part of the thesis, we will try to review 

the works of past researchers in the same area of our issue 

and comparing works with seven basis points. (Taiyong Li 

et.al.2021) VMD-RSBL prediction technology will be used 

in conjunction with variable mode decomposition 

(prediction based on RSBL, SBL with delays that are 

random and random samples). It would be good to watch 

how VMD-RSBL corresponds to forecasting workloads in 

future time series, such as forecasting exchange rate, 

forecasting loads , and also forecasting wind speed.  

Simultaneously, we will evaluate the utility of the proposed 

approach for multivariate price forecasting and give policy 

recommendations based on the outcomes of the study. 

Predicting crude oil prices based on raw pricing data is a 

significant and time-consuming task in our sector. The 

disparity is due to the fact that we forecast using different 

methods. 

 (Huijun Wang et.al.2021) By merging machine 

learning and numerical tank, a program is used to build and 

analyze data-driven forecasting methods such as GPR, 

CNN, and SVM models. The GPR and tank models will 

come after that.The simulation was ran using both the 

evolutionary method and the standard optimization 

approach. On the basis of optimization, a data-driven model 

was constructed A procedure that is both quick and 

accurate. A replacement for the algorithm of aided 

numerical simulation optimization, Our approach is similar 

in that we applied an Optimization Algorithm, The new 

production of shale gas machine-based forecasting model 

learning differs from our business. 

(Nalini Gupta and Shobhit Nigam .2020) The use 

of an artificial neural network to anticipate crude oil prices 

is a fresh and creative method (ANN) The key benefit of 

ANN's technique is that it continuously reflects the dynamic 

pattern of crude oil pricing that has been included during 

discovery. The optimal delay and delay effect number that 

governs crude oil prices, Our objective is equivalent to 

accurate prediction until there is a large and quick change in 

the real data, at which point it becomes impossible to 

successfully anticipate the new price. In contrast to our 

findings, the suggested model successfully accounts for 

these inclinations. 

 (David J.X.Gonzalez et.al.2022) The purpose of 

the study is to determine if oil and gas production pollutes 

the environment by examining the impact on primary oil 

and gas production (the number of drilling sites) and 

production activities (total volume of oil and gas). This 

flexibility to geographical, meteorological, environmental, 

and temporal aspects, as well as continual changes in wind 

direction as an external source of variation.  

(Yue Su et.al.2021) DNN studies the influence of 

defect size on pipeline failure pressure, suggesting that the 

deep learning model outperforms empirical equations in 

terms of prediction accuracy. Simultaneously, a multi-layer 

ANN deep learning model outperforms a FEM simulation 

by at least two orders of magnitude. Our method is similar 

to deep learning, but we employ the FEM model in a 

different way. 

III. HYBRID PREDICTION MODEL FOR NATURAL GAS 

(HPM-STG) 

This paper presents the main stages of building the new 

predictor and shows the specific details for each stage.  The 

HPM-STG is divided into five phases. The first collects data 

from the natural gas network in real-time utilizing devices 

linked to the network represented by the Internet of Things.  

The second stage, Pre-processing is the initial phase in the text 

mining process and plays an essential role in text mining 

techniques and applications. And that the pre-processing of 

the data (which was collected through devices, sensors, and 

tools) is based on dividing it into different periods and 

conducting some algorithms on it to filter it from impurities, 

and to determine the main restrictions and rules on it. We are 

going to build a predictive model called (HPM-STG).  Figure 

(2) shows the main stages of HPM-STG and algorithm (1) 

shows the Building Prediction model. 

We can summarize the main steps of this study as follows: 

▪ Collecting data from the natural gas network 

through the IoT platform using devices, tools, and 

sensors. 

▪ Through the pre-processing step, combine the 

datasets. and the basis of my work is the use of 

forecasting in data mining 

▪ Create a new Hybrid predictor (HPM-STG) by 

combining the benefits of GSK and XGBoost  



 

 

▪ Several metrics will be used to evaluate the 

prediction results as they are (accuracy, accuracy, 

reconnection, f-measurement, Fb). 

Algorithm#1: Hybrid Prediction Model for Six Types of Gas 

(HPM-STG)  

Input:   Stream of real-time data capture from 16 sensors, 

each sensor, each give 8 features; the total number of 

features 128 collect from 16 sensors 

Output: Predict the six types of Gas (Ethanol, Ethylene, 

Ammonia, Acetaldehyde, Acetone and Toluene) 

// Pre-Processing Stage     
1: For each row in gas dataset     
2:  For each column in gas dataset    
3:   Call Check Missing Values 

4:   Call Correlation 

5:  End for      
6: End for      
// Build DXGBoost-GSK Predictor     
7: For i in range (1: total number of samples in Gas dataset)   
8:  Split dataset according to 5- Cross-Validation into Training and Testing dataset 

9: End for        
10: For each Training part not used     
11:  Call DXGBoost-GSK  //predictive the types of Gas 

         

12: End for      
13: For each Testing part not used     
14:  Test stopping condition     
15:    IF max error generation < Emax 

16:   Go to step 21 

17:       Else      
18:   GO to step 9 

19:   End IF      
20: End for      

// Evaluation stage      
21: Call Evaluation      

End HPM-STG      
A. The HPM-STG Stages 

The initial stage of developing an efficient prediction model 

in this part is dataset preparation, which comprises Drop 

Missing Value, Remove Duplication interval, and Five cross 

Validation. Using the GSK algorithm to forecast six different 

types of gases. The prediction model (HPM-STG) provides 

us with accurate findings, and the knowledge sharing 

acquisition procedure is employed to solve optimization        

issues in a continuous space. The final stage is to analyze the 

results using a variety of metrics. 

 

 
Fig .2. Block diagram of Prediction Model 

1) Data Pre-process stage 

The information was gathered over a period of several 

months as explained in algorithm 2. 

▪ The data sets are merging and being stored into a 

single file. 

▪ Drop Missing values. We utilize the ones in the 

database and delete the missing values to produce a 

proper forecast since error values would emerge if it 

is predicted using default values. 

▪ Finally, for each column in the dataset, apply the 

correlation. 

▪ Algorithm outlines the stage's major steps 

Algorithm#2: Pre-processing      
Input: A stream of real-time data collected from several 

sensors 

Output: The gas optimization approach is applied 

// Checking Missing Value  

1: For each 𝑟𝑖 in the dataset   // i=1… n, n Maximum 

number of Row 

2:  For each 𝑐𝑗 in the dataset // j=1… m , m Maximum 

number of Column 

3:   IF j=null Then //Check missing value 

4:    Delete W[i,j] 

5:    Else 

6:    V[i,j]=W[i,j]

  
     

7:    End If      
8:  End For      
9: End for      
// Compute Correlation      
10: For each 𝑟𝑖in dataset      



 

 

11:  For each cj in dataset   
12:   Compute Pearson Correlation                                     

//𝑪𝒓𝒊 ,𝒄𝒋 =  
∑(𝒓𝒊− �̅�) (𝒄𝒋− �̅�)

√∑(𝒓𝒊− �̅�)𝟐 ∑(𝒄𝒋− �̅�)
𝟐
 

13:  End For      
14: End For      
15: End Pre-processing      

2)  Building HPM-STG Predictor  

The goal of developing a prediction model based on the 

combination of two technologies is to identify gases and then 

determine the kind of gases found. More details of that 

predictor with their parameters explain in algorithm 3.  

 
3) Evaluation Measures 

        The evaluation assesses how successfully program 

activities meet expected objectives and how much variation 

in outcomes may be attributable to the program. M&E is 

crucial because it enables program implementers to make 

objectively based decisions about program operations and 

service delivery.  

TABLE I: MEASURES OF CONFUSION MATRIC 

 Prediction Value 

Actual 

Value 
a (True Positive) b (False Negative) 

c (False Positive) d (True Negative) 

▪ ACCURACY  

 The accuracy of a classification technique or model is 

defined as the percentage of correct predictions. It is the 

proportion of "true" observations to all other observations.                               

𝐀𝐂 =
𝒂+𝒅

𝒂+𝒃+𝒄+𝒅
                                                                            (1)                                   

▪ PRECISION (P)   

      It is the proportion of real positive outcomes to the total 

number of positive predictions made by the classifier.                                  

𝐏 =
𝒂

𝒂+𝒄
                                                                                   (2) 

▪ RECALL (R) 

Recall relates to how many true positives are correctly 

anticipated; it is the ratio of positives to the total number of 

positive class components. 

 𝐓𝐏 =  
𝒂

𝒂+𝒃
                                                                                                     (3) 

▪ F-MEASUREMENT (F) 

    This measure is based on both measures: precision and 

recall. That measure compute as eq(4)       

  𝐅 =  
𝟐 ∗ 𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 ∗ 𝑹𝒆𝒄𝒂𝒍𝒍

𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 + 𝑹𝒆𝒄𝒂𝒍𝒍
                                                                                (4) 

▪ FB  

   is the ratio of beta-factor multiplied by Precision and 

Recall divided by beta-squared multiplied by Precision plus 

Recall.  

   𝑭𝜷 =
(𝟏+𝜷𝟐 )∗ (𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 ∗ 𝑹𝒆𝒄𝒂𝒍𝒍)

𝜷𝟐∗ 𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 + 𝑹𝒆𝒄𝒂𝒍𝒍
                                                               (5) 

IV. IMPLEMENTATION AND RESULT HPM-STG 

 Dataset   contains data from 16 chemical sensors that were 

used in drift correction simulations in a discriminating test 

comprising 6 gases of varying concentrations. The data was 

collected at the gas distribution platform facility during a 

certain period of time (36 months). The measurement system 

platform allows for the versatility of obtaining desired 

concentrations of chemicals of interest with high accuracy 

and reproducibility, reducing common errors caused by 

human intervention and allowing the measurement system 

platform to focus solely on chemical sensors for truly 

meaningful compensation. the resulting data set comprises 

measurements of six distinct pure gaseous compounds: 

ammonia, acetaldehyde, acetone, ethylene, ethanol, and 

toluene. 



 

 

The results for each step of the HPM-STG are shown in this 

section. All outcomes will also be justified. The table below 

shows the record number, the sample number, the properties 

number, and the target, as all records are equal to 6 numbers 

except for the third, fourth , and fifth records consisting of 

only 5 and missing the number which is 6. 

Table 2 The Features of samples 

Number of 

records 

Number of 

samples 

Number of 

features 

 

# Gas 

1 445 128 6 

2 1244 128 6 

3 1586 112 5 

4 161 112 5 

5 197 112 5 

6 2300 128 6 

7 3613 128 6 

8 294 128 6 

9 470 128 6 

10 3600 128 6 

A. Collection of Dataset 

At this step, the data set is utilized to put the suggested model to the 

test*. 

B. Pre-Processing 

       The outcomes of each step of the HPM-STG are shown in this 

section. Furthermore, all results must be supported by evidence.  

This section presents the main steps to preprocessing the dataset.  

▪ Step #1: Merging 

      In order to build a predictor of high accuracy with 

minimal computational complications, we will combine the 

following data from 36 different months together and deal 

with them as a single block to build the forecaster. 

 

 

 

 

 

 

 

 

 

                  Fig 3 the way of merging datasets 

      After merging all the 10 data together, the record number 

as a whole will be equal to 13910. 

▪ Step #2 Check Missing Value 

We check the data if it contains missing values or 

not. All data has been checked after merging and no 

missing value appears, since we don't have a 

problem then there is no need to address it.       

▪ Step #3: Correlation  

The correlation relationship in the database to know 

the relationship that ties each value with its results, 

where the darker is closer to the outcomes and the 

lighter is after, and the checking process is easier for 

us.  

In this part, we show tables of the relationship of each sensor 

with the target and the pictures that illustrate this, in addition 

to the tables that show each gas with the number of its 

repetitions. 

Table 3 The first sensor correlation with the target  
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▪ The sensors more affect to determine the first gas are (F13, 

F14) in the first order and in the second-order (F01, F03, 

F11) while the not important sensors are (F02, F05, F07, 

F08, F12, F17, F18) therefore to reduce the computation 

can be neglected. 

▪ The sensors more affect to determine the second gas (F23, 

F33) in the first order and in the second-order are (F24 , 

F25 , F34, F35) while the not important sensors are (F22, 

F28, F32, F38) therefore to reduce the computation can be 

neglected. 

▪ The sensors more affect to determine the third gas (F43 , 

F53) in the first order and in the second-order are (F44 , 

F51) while all other senses are not important therefore to 

reduce the computation can be neglected. 

▪ The sensors more affect to determine the fourth gas (F63, 

F73) in the first order and in the second-order are all other  

▪ The sensors more affect to determine the fifth gas are (F81, 

F83, F84, F85, F91, F93, F94, F95) in the first order and in 

the second-order (F86, F87, F88, F96, F97, F98) while the 

not important sensors are (F82, F92)) therefore to reduce 

the computation can be neglected. 

▪ The sensors more affect to determine the six gas (FA1, 

FA2, FA3, FA4, FA5, FB1, FB2, FB3, FB4, FB5) in the 

first order while all other senses are not important therefore 

to reduce the computation can be neglected. 

In general, we determined the sensor that have 0.80 or more than 

as correlated with target as important features.  

C. Implementation and Result of DGSK-

XGB Stage 

       Choose the settings that are acceptable for the learning 

algorithm under consideration. One of the greatest obstacles 

in science is that XGBoost takes too long to implement and 

provide results, thus this part discusses how DGSK-XGB 

handles this problem and overcomes this challenge. 

       In other words, determining the weights and model 

number (M) are critical elements that primarily influence 

DGSK –XGB performance. Table 4 displays the primary 

characteristics of DGSK –XGB. 

Table 4 shows the parameters used in DGSK-XGB 

 

Parameter 

 

Value 

Max depth 6 

Learning rate 0.3 

n_estimators 100 

colsample_bytree 1 

Subsample 1 

population size 13911 

knowledge factor 0.5 

knowledge ratio 0.9 

Knowledge rate 10 

P 0.1 

A 20 

B 0.2 

C 2π 

1) results of GSK  

This approach, which is based on the aggregation principle, 

is used to address optimization issues. Following the 

application of the algorithm, six groups were displayed, 

each displaying a different gas. 
 TABLE 5: RESULTS OF GSK OPTIMIZATION ALGORITHM 

REPRESENT THE NUMBER OF POINTS IN EACH GROUP 

Number of Group Number of points related to that group 

Group #1 2565 

Group #2 2926 

Group #3 1641 

Group #4 1936 

Group #5 3009 

Group #6 1833 

 
2) Result XGBoost 

The categorization is determined using this algorithm. After 

determining the assembly using the previous technique, we 

will determine its classification in order to determine the 

classification of each gas. 

TABLE 6: RESULT XGBOOST 

Target Average 

Initial 

Residuals 

New 

predictions 

New 

Residuals 

1 

0.18438645

7 

0.81561354

3 

0.26594781

1 

0.73405218

9 

2 

0.21033714

3 

1.78966285

7 

0.38930342

9 

1.61069657

1 

3 

0.11796420

1 

2.88203579

9 

0.40616778

1 

2.59383221

9 

4 

0.13917044

1 

3.86082955

9 

0.52525339

7 

3.47474660

3 

5 

0.21630364

5 

4.78369635

5 0.69467328 

   4.305326

72 

6 

0.13176622

8 

5.86823377

2 

0.71858960

5 

5.28141039

5 

D. Evaluation Measure  

The extent to which changes in outcomes may be ascribed to 

the program is measured by evaluating how successfully the 

program activities meet expected objectives. M&E is crucial 

because it enables program implementers to make objectively 

based decisions about program operations and service 

delivery. When we create a predictive model, we must assess 



 

 

it using the following metrics: Precision, Accuracy, Recall, 

F-Measurement, Fb. 
TABLE: EVALUATION MEASURE OF CONFUSION MATRIX-BASED ON 

HPM-STG 

Target Accuracy Precision Recall  

F-

measure Fβ 

1 

0.625548

127 

0.405871

511 

0.26594

781 

0.32133

8302 

   0.35356

7872 

2 

0.596627

13 

0.489399

772 

0.19465

171 

0.27852

437 

   0.28789

4611 

3 

0.554416

341 

0.436073

165 

0.13538

926 

0.20662

644 

   0.18688

0451 

4 

0.536731

124 

0.430561

448 

0.13131

335 

0.20124

9339 

   0.17999

9917 

5 

0.543280

334 

0.491538

614 

0.13893

466 

0.21663

6459 

   0.20607

0719 

6 

0.119764

934 1 

0.11976

493 

0.21391

085 

   0.35929

4803 

 

V. CONCLUSIONS 

In this study; We will construct a five-step 

system:(a) Collect data from multi senseor of Gas 

network through IOT Platform in real-time, (b) Pre-

processing that data based on split it into different 

intervals.  (c) build predictive model called (HPM-STG). 

This predictor is based on Extreme Gradient Boosting 

(XGboost) typically using Decision Trees (DTs) to 

produce the predictor.  However, it will replace DTs 

with a Gaining-Sharing Knowledge-based Algorithm 

(GSK) since it has the ability to provide more accurate 

and optimal outcomes than DTs alone. (d) Finally, the 

HPM-STG outcomes would be assessed using five 

confusion matrix metrics referred to as "AC, TP, P, F-

measure, and Fb". 

▪ How Gaining-Sharing Knowledge-based  (GSK) 

can be useful in building a new predictor called 

(HPM-STG)? 

It had a positive effect because it worked to 

determine the number of points belonging to each 

group based on an effective activation function that 

included both Junior and Senior, and one of its 

benefits was that it cut the execution time of 

XGboost, (which had the advantage of requiring 

many parameters to be specified, such as depth Tree, 

root selection, and be of great complexity). 

▪ How can build an optimal prediction model by 

replacing the kernel of XGboost with Gaining-

Sharing Knowledge-based (GSK).? 

The basis of XGboost is DT, which has several 

problems as explained in point one. As a result, in 

this study, one of the options (HPM-STG) was 

employed, with GSK as the core at XGboost rather 

than DT, to minimize time complexity and enhance 

accuracy while increasing the number of 

calculations. 

▪ Is the assessment measure utilized sufficient to 

evaluate the results of the suggested predictor? 

Yes, the confession matrix has five different 

measures to compute the repost of new prediction 

XGboost and those measures are sufficient to 

determine the degree confidence of the predictor. 

▪ What are the advantages of developing a predictor 

using a combination of GSK and XGboost? 

Through the development of a new predictor known 

as HPM-STG, which combines GSK and XGboost, 

where GSK was used to discover the best group of 

each Gas and the quantity of points associated with 

it. while XGboost predicts the kind of gas. 
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