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Abstract

Data streams are unbounded, sequential data instances that are generated with high Velocity. Classifying

sequential data instances is a very challenging problem in machine learning with applications in network

intrusion detection, financial markets and applications requiring real-time sensor-networks-based situation

assessment. Data stream classification is concerned with the automatic labelling of unseen instances from

the stream in real-time. For this the classifier needs to adapt to concept drifts and can only have a single

pass through the data if the stream is fast moving. This research paper presents work on a real-time pre-

processing technique, in particular feature tracking. The feature tracking technique is designed to improve

Data Stream Mining (DSM) classification algorithms by enabling and optimising real-time feature selection.

The technique is based on tracking adaptive statistical summaries of the data and class label distributions,

known as Micro-Clusters. Currently the technique is able to detect concept drifts and identify which features

have been influential in the drift.
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Velocity in Big Data Analytics [1] refers to data that is generated at ultra high speed and is live-streamed

whereupon the processing and storing of it in real-time (Data Stream Mining, DSM) constitute significant

challenges to current computational capabilities [2]. Thus data stream mining algorithms that are capable of

learning over a single-pass through the training data are necessary. The general area of Data Stream Mining

covered by this paper is Data Stream Classification, which is the prediction of class labels of new instances

in the data stream in real-time. Potential applications that need real-time data stream classification

techniques are for data streams in the chemical process industry [3], intrusion detection in

telecommunications [4], etc. In order to keep as high a predictive accuracy as possible, data stream

classification techniques need not only be able to learn incrementally but also be able to adapt to concept

drifts.

A concept drift occurs if the pattern encoded in the data stream changes. DSM has developed various real-

time versions of established predictive data mining algorithms that adapt to concept drift and keep the

model accurate over time, such as CVFDT [5] and G-eRules [6]. The benefit of classifier independent concept

drift detection methods is that they give information about the dynamics of data generation [7]. Common

drift detection methods are for example ADaptive sliding WINdow (ADWIN) [8], Drift Detection Method

(DDM) [9] and the Early Drift Detection Method (EDDM)[10]. However, no drift detection method devised

to-date, can provide potentially highly valuable insights as to which features are involved in the concept

drift. For example, if a feature is contributing to a concept drift it can be assumed that the feature may have

become either more or less relevant to the current concept. This causal responsibility theoretic perspective

of the evaluation of concept drift has inspired the development of a real-time feature tracking method

based on feature contribution information for the purpose of feature selection to identify features that have

become (more) relevant or irrelevant due to concept drift. Thus, an approach for detecting causality of drifts,

providing the feature contribution information for the purpose of tracking features and identifying the

relevant features for classification for the purpose of feature selection in real-time has been developed in

this research.

Common feature selection techniques are for example Linear Discriminant Analysis (LDA), Canonical

Correlation Analysis (CCA), Multi-View CCA, Principal Component Analysis (PCA) [11], [12], and Support

Vector Machine (SVM) based techniques. These techniques can be applied on a sample of the data stream

before commencing the training and adaptation of a data stream classifier. However, this would not account

for changes in the relevance of features for the classification task at hand due to concept drift which can be

dealt with by re-running the above methods to update the feature rankings in order to accommodate any

drifts. However, this can potentially be an expensive procedure especially if there are many dimensions in

the data, but it also depends on the user settings of how frequently this feature re-ranking is performed.

Hence, the rationale for a single-pass method requiring the re-evaluation of only the features where the

classification relevance has changed since the last pass.

This research therefore describes a concept drift detection method for data stream classification algorithms

with the feature tracking capability. This enables linking features to concept drifts over a statistical sliding

window for feature selection purposes. The method only needs to examine features that have potentially

changed their relevance and only when there is an indication that the relevance of a feature may have

changed. The proposed method can be used with any learning algorithm either as a real-time wrapper or a

batch classifier or realised inside a real-time adaptive classifier [6], [13]. Previous work of the authors has

developed a feature tracking technique [14], however, the techniques was not used for feature selection

purposes as it suffered from over-fitting on noise and outliers. Thus the contributions of this paper are:

1. A new improved concept drift detection technique with feature tracking capabilities.
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2. A feature selection technique based upon the causality of drifts obtained through the developed feature

tracking method.

This paper is organised as follows: Section 2 describes related works, Section 3 summarises the MC-NN

classifier whose data representation has been used and modified for the real-time feature selection method

presented here. Section 4 introduces the drift detection method developed in this research and Section 5

explains the developed feature tracking method. Section 6 takes these developments forward to devise a

real-time feature selection approach. Section 7 provides an empirical evaluation of the developed methods

and concluding remarks are given in Section 8.

Section snippets

Concept drift detection techniques

A concept drift occurs if the pattern encoded in the data stream changes over time. The gathered data

changes or shifts, after a stability period. Identifying a drift point as distinct from noise or outlier, is the first

and most challenging task for drift detection algorithms [7], [15]. Thus analytics algorithms need to adapt.

This issue of concept drift needs to be considered in order to mine relevant data with appropriate accuracy.

At least four types of drift can be identified; gradual,…

Micro-Cluster Nearest Neighbour (MC-NN)

This section summarises the previously mentioned MC-NN approach [39]. MC-NN was originally developed

for predictive data stream analytics, however, the underlying Micro-Cluster structure of MC-NN has been

adapted and extended in this research in order to develop a feature tracker for online feature selection

purposes. Thus MC-NN is discussed in greater detail. Essentially there are three operations to adapt MC-NN

to concept drifts: (1) absorption of data instances into nearest Micro-Clusters,…

Real-time concept drift detection technique using adaptive Micro-Clusters

The MC-NN algorithm aims to keep a recent and accurate summary of the data stream using Micro-Clusters.

Significant changes to these summaries are used in this research to detect concept drift.…

Real-time feature tracking technique using adaptive Micro-Clusters

The Velocity or Variance of a feature can be derived from MC-NN Micro-Clusters and are calculated once a

drift is detected as described in Section 4. The Velocity and Variance can then be analysed to identify features

that have been involved in the drift. This information can be used for feature selection purposes which will

be explained in Section 6. The tracking of features is potentially influenced by feature-bias, outlier and noise.

Thus our method incorporates approaches to counter these…

Real-time feature selection technique using adaptive Micro-Clusters

Three main tasks will be explained in this section which are feature analysis, feature selection, and

monitoring the relevance of selected features. After detection of a concept drift, the statistical information

of the features (i.e., Velocity and IQR) is analysed to identify which features were involved in the drift.

Loosely speaking only features that had a significant change of their statistical information are re-examined

for feature selection using Information Gain in each statistical…
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Experimental evaluation

This section first provides information about the experimental setup and then presents an extensive

empirical evaluation of the proposed techniques.…

Discussion and conclusions

This paper has investigated the problem of real-time feature selection. At present the focus of data stream

mining lies in the development of data mining algorithms rather than on pre-processing methods. Thus at

present there are no developments for truly real-time feature selection given a data streaming input space.

This is important as features may potentially change their relevance for data mining tasks based on certain

measures of relevance such as Information Gain. Thus the three…
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