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ABSTRACT 
Leukocyte classification has a significant diagnostic role and provides helpful facts to 
pathologists for the diagnosis and treatment of many diseases based on the type of cells. As its 
types have varying ratios in blood causing an imbalanced data set. This is currently a key 
difficulty in machine learning algorithms, particularly in medical data analysis. This article 
evaluates the performance classification model using deep learning of convolutional neural 
network (CNN) algorithms. It isolation, detects and classifies leukocytes in a blood smear 
microscopic picture. It is applied to identify seven types of leukocytes based on the number of 
nuclei. The numbers of nuclei were a discriminative feature for both classification and 
detection. To extract leukocytes and segment the nucleus from the cytoplasm, several image 
preparation approaches and algorithms are used. After that, a classification model based on 
CNN was used to classify types of leukocytes. The model experimental achieved 97.86% 
accuracy for binary classification, and 96.4% for multi-classification. Three metrics have been 
applied to evaluate the classification model. The threshold metrics, Ranking Metrics and 
Probability Metrics. The average scorecard criterion of the model is satisfied with an F- score of 
0.973, precision of 0.971, and recall of 0.972. While, the process of ranking a list of items 
based on their relevance in a classification task gives are: Kappa St. 0.964, ROC 0.964, and AUC 
0.999. Finally, the measure of the uncertainty of the classification model (MSE) gives 
0.002,0.004 for binary and multi-classification. 

Keywords: Evaluation Metrics, Convolutional Neural Networks, Deep learning, Imbalance data, 
Leukocytes, Pre-processing image. 
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1. INTRODUCTION 

Convolutional neural networks (CNNs) has 
attained a phenomenal performance for several 
computer vision tasks including object detection, 
image classification, and semantic segmentation 
(Zhang, 2022). As it necessitates a thorough 
evaluation of all the regions across the features, 
CNNs' significant accuracy improvement comes 
at the expense of enormous computational 
complexity (Alkhelaiwi, 2021). There are 
numerous types of (ML) algorithms that require 
high-quality datasets for training and testing. It 
includes correctly labeling images, balanced 
dataset and sufficient data quantity (Esteva, 
2019). Building normal and abnormal leukocyte 
dataset images requires subject matter experts 
to classify the images because of the importance 
and sensitivity in medical diagnosis 
(Kouzehkanan, 2022). Additionally, the collected 
medical images are extremely imbalanced 
because of the difficulty in obtaining them in 
case studies, which caused an imbalanced 
dataset (Pereira, 2020). Imbalanced 
classifications deem a challenge for predictive 

modeling in machine learning algorithms. In 
machine learning (ML), unbalanced classes occur 
often in medical field. Medical datasets usually 
have a high dimensional variable and an 
imbalanced class distribution (Khaldy, 2018). 
There is a discrepancy between the class sizes in 
this scenario. Intelligent medical diagnosis faces 
the challenge of classifying datasets that are 
unbalanced due to the high dimensionality of 
medical data and the small sample sizes (Zhang, 
2022). As a result, the classification performance 
suffers, leading to flawed clinical 
recommendations. As a result of the highly skewed 
distribution of classes resulting in imbalanced 
dataset classification is a difficult predictive 
modelling task. Traditional ML mode is evaluation 
metrics which assumed a balanced distribution of 
classes perform poorly under these circumstances 
(Kulkarni, 2022). As most ML algorithms are used 
for classification assume an equal examples 
number for each class, predictive modeling of such 
classificatory is difficult (Allugunti, 2022). 

Imbalance of classes happens when a class is 
highly shown in the dataset as compared to others. 
Most machine learning algorithms are sensitive 
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with imbalance data set. Imbalance data set 
include minority and majority class.  The majority 
classes is a large proportion of the data set, 
where minority classes is a smaller proportion 
(Ding, 2022).  The classifier has a tendency to 
be more biased towards the majority class, 
misclassifying the minority class. The models' 
prediction performance was poor. The minority 
class is more important than the majority class 
since the classification errors are more sensitive 
for the minority class [9]. Lack of data causes 
difficulty for the algorithms to identify any evident 
differences between them [10]. 

Evaluation of imbalanced classification is very 
sensitive in machine learning, where choosing 
the wrong metric to evaluate models is misled by 
the expected performance of classification 
model. Therefore, choosing an suitable metric is 
a common challenge in applied machine 
learning, particularly in difficult imbalanced 
classification problems [11]. Due to most of the 
standard metrics being widely used, it is 
assumed a balanced class distribution, and 
typically not all prediction errors, are equal to the 
imbalanced classification [12]. 

Leukocytes play a crucial role in the immune 
system, as it acts as a defending mechanism. 
Complete blood count uses leukocyte count to 
reveal the presence of any sly infections hiding 
inside the body and serve to notify the 
hematologist [13]. The number leukocyte and the 
calculation of different leukocyte genre play an 
important role in clinical tests and diagnoses: 
they are perceptive of the hematologists and 
reflect the hidden infection within the body [14]. 
Diseases including leukemia, immunological 
disorders, and proven forms of cancer are often 
diagnosed based leukocyte count [15]. They are 
two major subsets of leukocytes: Granulocytes 
and Agranulocytes.  Granulocytes known as 
polymorpho nuclear leukocytes.  It is mostly 
found in the blood. It makes up around 65% of 
the total WBCs in the blood. It consists of three 
types Eosinophils, Neutrophils, and Monocytes 
[16] [17]. Each of them has a different 
contribution to the immunity system. It is present 
Innate immunity. It helps to produce antibodies, 
recognize antigens, and kill the cells that may 
cause harm to the body [18]. Whereas, 
Agranulocytes make up 35% of the total WBCs 
in the blood. It consists Lymphocytes, Monocytes 
and Macrophages [19]. It is considered an 
Adaptive immunity system; it has ability prevent 
disease in the future. Specialized immune cells 
and antibodies that target and eliminate foreign 
invaders are involved. It is capable of mounting a 
new immune response and remembering what 
those substances look like [20].  Each of them 
have different features, the geometric and color 
texture is the main features in distinguish 
between them [21]. In chronic myeloid leukemia, 
bone marrow transition is dependent on the 
donors’ granulocytes count, therefore leukocytes 

has a therapeutic and diagnostic [22] concluded 
neutrophil count has no significant impact on 
diagnosis.  

The purpose of this research to evaluate CNN 
classifier algorithm based on deep learning with 
imbalanced data set for leukocytes datasets using 
three main metrics which as threshold metrics, 
Ranking Metrics and Ranking Metrics. 

The paper is organized as follows, methodology is 
the next section, which presents some theoretical 
background about the concepts used in the study. 
Followed by a   discussion on related studies and 
how they were used in our synchronization. 
Subsequently. Then section bellow, describes the 
obtained results. Later, presents a discussion on 
the obtained results. Finally, concludes the current 
study and describes some possibilities for future 
works. 

 
2.  THEORETICAL METHODOLOGY 

The purpose of this study is to evaluate 
classification of CNN algorithms for imbalanced 
leukocytes data set. The system includes two main 
parts as show in Figure (1). 

 

 

Figure 1. evaluation classification CNN 
algorithms system 

 

The first part start with capturing blood smear 
images. These images where collacted  from the 
Department of Laboratories at Marjan Teaching 
Hospital under the consent of the consultant 
pathologist Dr. A.Z.Naji. Several image processing 
algorithms and techniques apply in order to isolate 
the individual leukocytes from plasma, as shown in 
Figure 2. After, leukocytes images were labelled 
into two main groups, the first  includes leukocytes 
with one nuclei named agranuloucytes composing 
64 -75% of leukocytes. Whereas in the second 
group leukocytes containing more than one nuclei 
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named granulocytes, it is 25-34% of leucocytes 
[23,24]. Basing on this,extraction of the strong 
featuers that feed the CNN algorithms in both 
phase traning and testing in classification task. 
After that, the output of model optened. The 
most output of CNN model is accuracy. Due to 
the accuracy's flaws, which include bias toward 
data from the dominant class and a lack of 
discrimination or less informativeness [25]. And 
in order to make sure that that CNN model is 
accurately trained and that it outputs the right 
data and the CNN model’s classification is 
accurate. The classification model must be 
evaluated. 

The secound parts of classification model is 
evaluation,evaluation caauracy. The importance 
of model assessment measures is crucial for 
obtaining the optimal classifier during the training 
process. Three evaluation Metrics are applining, 
each Metrics has specific purpose. Where the 
first used for binary classification, the secound 
used to prototype selection classifiers during the 
learning process and used to create an 
optimized learning model. Finally, to measure 
the uncertainty of the classifications. In order to 
insure the CNN model was use the right data, 
and that the data is accurate then validation 
steps was appled. 

 

 

Figure 2. Types of WBCs 

2.1 Dataset description 

The dataset used in this paper was incloued 1000 
WBCs images. It is results of segmantation 180 
original blood film images, as described in [25] 
This dataset is basically divided into two parts. The 
first part is identified as the training part and the 
other is identified as the validation part. The 
training part and the validation part are divided in 
the ratio 80 : 20. Table 1, show the dataset 
categories discription, and the images of the 
dataset samples are shown in Table 2. These data 
will feed to CNN model. 

 

2.2 Featuers Extraction  

The main featuers based in this study is number of 
nuclei in leukocytes,as there are  several image 
preprocessing techniqe used in order to isilation 
the nuclei. The threshold tachnige as well as 
different image preprocessing methods such as, 
binarization, boundary tracing, resizing image and 
edge smoothing, edge tracing, applying seed 
filling. Each method has its own purpose in order 
to obtain the best isolation. Then the numerical 
feature are obtained. These featuers present in 
Exel file befor to preper CSV file. The 
normalization preprocessing dataset do to keep its 
numerical stability to classification models. 

 

 

 

 

 

 

 

 

 

Table 1. The WBCs dataset for CNN classification model 

WBCs types No.of training images No. of validating images Total 

Agranuloucytes 213 53 266 
Granulocytes 587 147 734 
Total 800 200 1000 

 

Table 2. The WBCs dataset 

WBCs Type Granulocytes Agranuloucytes 

WBCs Name 
  Netrophil Eosinophil Basophil 

 
Monocyte Lymphocyte 

WBCs Image 

     
WBCs 

number 
556 153 25 38 228 
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2.3 Convolutional Neural Network (CNN) 

The literature has a wide range of CNN 
architectures. However, their fundamental 
components are very similar. A type of feed-
forward neural network named a convolutional 
neural network often focuses on image 
processing data [26].The targets  of 
convolutional layer to learn feature 
representations of the inputs. The CNN 
structure's architecture successfully preserves 
the original data's structure and produces a 
layered representation[27]. Layers of multilevel 
processing are systematic from left to right in a 
usual CNN structure [28]. Convolutional, fully 
connected, pooling and classifying layers are the 
four main types of layers used in CNN. The basic 
layers of the architecture are pooling layers and 
convolutional layers, and they are typically used 
in the first stages. 

 

3. CLASSIFICATION ACCURACY 

Accuracy is the proportion of correctly classified 
examples over the whole set of examples, So 
that the result of the classification was obtained 
through the application of the Weka platform, It is 
a set of machine learning techniques for data 
mining problems. The classification don in two 
phase. Firstly, binary classification of WBCs data 
into  Granulocytes and Agranuloucyte based on 
the WBCs contains one or more than one 
nucleus. The secound phase, is multiple 
classification. The Granulocytes  can classify into 
three types where Agranuloucyte classifyed into 
two types. The eccuracy for the first phase as 
show in table 3. Where the results of secound 
phase present in Table 4. 

 
Table 3. The binary classification WBCs results 

WBCs type  CNNs accuracy 

Granulocytes 96.4% 
Agranuloucyte 98.1% 

 
Table 4. The multiple WBCs classification 

accuracy 

WBCs type Name of WBCs Accuracy 

Agranuloucyte 
Monocyte 97% 

Lymphocyte 95.3% 

Granulocytes 

Netrophil 95.3% 

Eosinophil 97.1% 

Basophil 96.7% 

 

4. EVALUATION CNN CLASSIFICATION 
MODEL 

This study, several evaluation metrics are 
applying in order to evaluate the performance 
classification model and understand whether  the 
model is working well with WBCs data. Becouse 
of the accuracy is not enough to evaluate a 
model and to avoid biased. These are the 

threshold metrics it include F-measure and 
accuracy, the ranking metrics and methods it 
include AUC and receiver operating characteristics 
(ROC) analysis, and the probabilistic metrics it 
include root-mean-squared error. Each them has  
a different purpose. These are Threshol metrics to 
check whether the  model satisfies a predefined 
threshold, Ranking metrics  to compare model 
instances or complete models against each other 
and Probability metrics to measure the uncertainty 
of the classifications model. 

 

4.1 Threshold metrics 

Threshold metrics are applicable to principally all 
classifier algorithms out there, To select the best 
threshold, calculate Precision + Recall and select 
the threshold of this spot. It is equal to selecting 
the model with the highest F1 score. Where  F1 
explene how many instances it classifies correctly. 
The reselt of evaluation classification modle as 
show in table 5.  

 

Table 5. The evaluation threshold metrics 
Classification 
type 

F-score Precision Recall 

Bainry 
classification  

0.987 0.977 0.978 

Multy 
classification 

0.96 0.966 0.967 

 

4.2 Ranking metrics   

Ranking metrics compare model instances or 
complete models against each other. In this paper 
use ROC, AUC, confusion matrix and Kappa. ROC 
it measure of efficient the classification model and 
ability to separate positive classes from negative 
classes ,where AUC it measures the quality of the 
ML classification model's predictions irrespective of 
what classification threshold is chosen and Kappa 
it a measure of how closely the instances classified 
by the machine learning classifier matched the 
data labeled as ground truth, controlling for the 
accuracy of a random classifier as measured by 
the expected accuracy [29]. The Kappa 
statistics,ROC and AUC reseult show in table 6. 
give is 0.9786 in binary classification and 0.964 in 
multy classification, where confusion matrix show 
in table 7 and 8 bellow. 

 
Table 6. Ranking metrics results 

Classification type Kappa.St ROC AUC 

Bainry classification  0.963 0.961 0.9995 
Multy classification 0.965 0.967 0.9996 
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Table 7. confusion matrix for binary classification 

 Agranuloucytes Granulocytes Total 

Agranuloucytes 210 56 266 

Granulocytes 28 706 734 

Total 238 762 1000 

 

Table 8.  confusion matrix for multy classification 

 
Monocyte Lymphocyte Netrophil Eosinophil Basophil  Total 

Monocyte 35 0 0 1 2 38 
Lymphocyte 3 220 0 0 5 228 

Netrophil 1 0 546 6 3 556 
Eosinophil 0 0 2 138 13 153 
Basophil 1 0 0 3 21 25 

        Total 40 220 548 149 44 1000 

 

 

a. AUC of multy classification                                    b. AUC of binary classification 

Figure 3. Area under the ROC Curve 

 

4.3 Probability metrics 

Probability metrics are a measure of the 
uncertainty of the classification model. The 
evaluate probability foucuse on probability-based 
ranking performance and probability estimation 
performance. The probability-based ranking is 
the Area Under ROC curve, where the Mean 
Square Error (MSE), is suited to evaluate the 
probability estimation accuracy performance. 
Table 9 show result of probability metrics for 
binary and multy classification. 

Table 9. The results of Probability metrics for 
both classification types 

Classification types ROC MSE 

Binary  0.961 0.004 
Multi-  0.966 0.002 

 

5. CONCLUSION:  

Nowadays, the main challenges in the medical 
domain classification is imbalanced data sets 
class. Because of the accuracy is not enough to 
evaluate a model. Specifically, in the applied 
deep learning algorithm results become biased 
towards the majority class. To alleviate this 
problem, three evaluation metrics applying in 
classification Leukocyte using convolutional 

neural network (CNN) classification algorithm. The 
classification task based into two steps, binary and 
multiclass classification. The average results show 
high accuracy, 97.2 and 96.28 respectively. There 
are threshold metrics, ranking methods and the 
probabilistic metrics. Each metric has a different 
purpose. The average scorecard criterion of the 
model is satisfied with more than 97%. While, the 
process of ranking a list of items based on their 
relevance in a classification task give is 0.9786 in 
binary classification and 0.964 in multy 
classification. Finally,  the measure of the 
uncertainty of the classification model (MSE) gives 
0.002,0.004 for binary and multy classification.
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