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Computer Science

MODULE DESCRIPTOR FORM

Module Information
) 5l 3alal) il slaa

Module Title Linux Fundamentals Module Delivery
Module Type BAsIC

Theory
Module Code COM23010

Lecture
ECTS Credits 5 Seminar
SWL (hr/sem)
Module Level 2 Semester of Delivery 1
Administering Department Computer Science | College | College of Science for Women
Module Leader | Ahmed Badri Muslim e-mail ahmed.fanfakh@uobabylon.edu.iq
Module Leader’s Acad. Title Prof. MOdl.ll.e Le:ader S PhD

Qualification

Module Tutor None e-mail None
Peer Reviewer Name e-mail

Review Committee Approval

Version Number
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Relation With Other Modules

AV Dl 5all 3 sall ae 48Nl

Prerequisite module None

Semester

Co-requisites module None

Semester

Module Aims, Learning Outcomes and Indicative Contents
45 Y1 il ginall g alail) il g Al al) salall Calaa

Module Aims
Jaad ) saldl) Calaal

A Al Alel) 5 Jaslil) alas Ay e il -]

AY) Ak pe Sl Juil) oUad 45 jlaa -2

O pall dpenl Ol g oUsill 1 j1ae 0gd -3

UL 3 il Aalal) AaY) (8 yha (e AUl ) Sl A 05

8353 gall 3LV (o ST AL Led pmal a5l A yall A e pUaill 0 Slal Ly 5 3k Al 52 -6

Baa) 5 da jaS bl 5 clalall )Y AUl

. 143 lan) ae Jalaill 5 aldail) Jae 38y 5ha agd 1
Module L - £ -
odule Learning 5 |- i) Q) At reds o Ul s 2
Outcomes < o pe &
Bac (3 ylay bl andail 3 3lies Ala oS Jan Al pUaill &l o) e o il 3
. L aldaall Mg e dseadd) zal Hall A1) g canati (3 )k e a2l 4
g, 3Ll beil) il 3 T i S
el ekl o] Sl e Linux Batch script 4 Jie dae ) cilad 35k e Jobdil) Aakail 4o py ok plad 5
Indicative Contents
Lala L)) il siaall
Learning and Teaching Strategies
e;dd\ K (—Jaﬂ\ Claad) yil
alail) 5 el 330yl
Aaladl il sanall ) A8LaWL ASAN lElal aladind 1
all  4.IST) 28 § SIS g draladl 28 gy 3 pualaall
Strategies ‘“ﬂ o= ,8" ‘f. . 2 w . @}u ..)4 uaf 2
Glltal) ¢ WLV o Adlal) clalsl) de 5€ il 3
C\lﬁu‘}“ A_A‘; Gl Bac Luwa g ‘;'i\ﬂ\ (Ja_ﬂ\ @;&3 4
Gldall o dndlid) e aqll 5
Student Workload (SWL)
sl = Al Jaall
Structured SWL (h/sem) 100 Structured SWL (h/w) 2
Jaadl) DA lall alaiial) sl all Jaal Lo sal calldall altiall sl 5l Jaall
Unstructured SWL (h/sem) Unstructured SWL (h/w)
daadll Joa lall aliiall pue ol Al Jasl) bie sl Gl alatiall je ol Hall Jaal
Total SWL (h/sem) 100
Jaall & Ul IS a5 sl
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Module Evaluation

aé*»t)dﬂ Bdtai\eﬁgﬁ
Ti N Rel tL i
ime/Nu Weight (Marks) Week Due ¢clevant Learning
mber Outcome
Quizzes 2 10% (10) 5,10 LO #1,2,10and 11
Formative Assignments 2 10% (10) 2,12 LO#3,4,6and 7
assessment | Projects / Lab. 1 10% (10) Continuous
Report 1 10% (10) 13 LO #5,8and 10
Summative | Midterm Exam 2 hr 10% (10) 7 LO #1-7
assessment | Final Exam 2hr 50% (50) 16 All
Total assessment 100% (100 Marks)
Delivery Plan (Weekly Syllabus)
@b e pul) zleiall
Week Material Covered

Week1 | General definition of Linux

Week 2 General remarks on the operating system UNIX/Linux

Week3 | | jhux history and distributions

Week 4 | Components of Linux System and Architecture

WeekS | 1 inux command line Man pages

Week 6 | \Working with directories

Week7 | Working with directories

Week 8 | Working with files: File command, touch command, remove file

Week 9 | Working with files: copy files, copy to another directory, copy multiple files to directory,

moving files
Week 10 | Working with file contents: Head command, tail, cat, concatenate, create files with cat, copy
files using cat, Tac, more and less commands

Week 11 | [nstalling and uninstalling packages

Week 12 | Command and arguments

Week 13 | Linux filters

Week 14 | script programming: input, output primitives and control

Week 15 | geript programing: loops and other useful Bach commands

Week 16 | Fingl Exam

| Page3




Delivery Plan (Weekly Lab. Syllabus)

BUEGURICPING Y FAPEN]
Material Covered
Week1 | Working with Linux terminals
Week 2 | Working with MAN pages of Linux
Week 3 | Working with standard Linux command: Change Directory, Absolute and relative paths
Week 4 | Path Completion, List Contents, Make directory, remove dir.
Week 5 | Working with File command, touch command, remove file
Week 6 | copy files, copy to another directory
Week 7 | copy multiple files to directory, moving files
Week8 Head, tai and cat commands
Week9 Create files with cat, copy files using cat, Tac, more and less commands
Week10 | Quiz
Week11 | dpkg, APT, install and update the system software
Week 12 | Control operators
Week13 | Project
Week 14 | Writing program in Bach script language
Week 15 | Writing program that perform some operating system services
Learning and Teaching Resources
u.ug)lﬁ\} (-Ja;m JJLAAA
Text Available in the
Library?
Required Texts Richard Petersen, Linux: The Complete Reference,
1 Sixth Edition, 2008.
Paul Cobbaut, Linux Fundamentals, Netsec BVBA,
Recommended
Texts 2015.
Websites There are a lot of information over internets

| Page4




APPENDIX:

GRADING SCHEME

Group Grade paail) Marks (%) | Definition

A - Excellent Ll 90 - 100 Outstanding Performance

B - Very Good [AENRTEN 80 -89 Above average with some errors
Success Group -
(50 - 100) C —Goc_)d 2> 70-79 So_und WOI:k Wlth notable erro_rs

D - Satisfactory b sia 60 — 69 Fair but with major shortcomings

E - Sufficient J e 50-59 Work meets minimum criteria
Fail Group FX - Fail D& J s | (45-49) More work required but credit awarded
(0-49) F — Fail <l | (0-44) Considerable amount of work required
Note:

gol:dl Cazedlly Jladl @il 8139 ‘3 83950l Olawd ipade S8 (o dogudilg dasdg o Z39e4! I :ddas>dle
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Ministry of Higher Education and
Scientific Research - Iraq
University of Babylon
College of Science for Women
Computer Science

MODULE DESCRIPTOR FORM

W\)ﬂ\ saldll a g CJ)AJ

Module Information
) 5l 3alal) il slaa

Module Title Parallel computing Module Delivery
Module Type ELECTIVE
Theory
Module Code COM36028
Lecture
ECTS Credits 5 Seminar
SWL (hr/sem)
Module Level 3 Semester of Delivery 2
Administering Department Computer Science | College | College of Science for Women
Module Leader | Ahmed Badri Muslim e-mail ahmed.fanfakh@uobabylon.edu.iq
Module Leader’s Acad. Title Prof. MOdl.ll.e Le'ader S PhD
Qualification
Module Tutor None e-mail None
Peer Reviewer Name e-mail
Review Committee Approval Version Number
Relation With Other Modules
6 DAY Al ol 3 sall ae A8l
Prerequisite module None Semester
Co-requisites module None Semester
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Module Aims, Learning Outcomes and Indicative Contents
L5 YY) Ol sinall 5 aleil) il 5 4l jall Balall Calaa]

Rz ciomal ) Aalall G5l Lk Sy Ll (o) sl giane duslaly jaall 138 Cang
_ ay e sall 5 SIAN Aadail o A8 sl 5 SIAN 3 A ) i) Aadai) Ay slera e el )
Module Aims el e . o Rt ‘.
_Lé‘)\)ﬂl_jbﬂ.mn GA\‘)T\M tJL.u.ae:\s.\lum:a\.sA\ WM‘JJH&J‘?&MY\ 024 &\).\\M\JA
el ) 4 ey 31 sl Al sl e Ll a1 VG

Jau Al sald) Calaal

el ) Gpalal 5B ks (S 1 (5 315l i giane Al a1

Module Learning Ac ) sall 5 SIA Aadail 5 A< yidall 5 SIAN I3 A ) giall Aadaitl &y jlara A ja-2
Outcomes () sl 838kall el ) g sl Al unlEall amy alaio 31

) sial) da ) sl agi-4
)yl Balall alaill il e () sl Gluia¥) jualic cp JuaiV) 3k alai agd- 5

()5l Jad il JSLaall ams daval Jilall syl dgal 5 43 alai-6

Indicati i . X
ndicative Contents fad) g dalal) calal) 5 (<l _ualaall) 4dals cule) 3

A0L5 Y <l gisall
R Casi i) 5 dacal Y1 LA e ) pad da A o) 3 ) GOl a5
Learning and Teaching Strategies
e,g&::d\ K elaﬂ\ Claad) yil
alaill g adlal) (331 4l
Al il sanall 1) ASLa WL ASAN ol aladind 1
_ ponil) 5 2SI a8 ga A NS 5 Aaalal) 1 sar 3 pialadll e 2
Strategies CladUall 5 Ay G dpdlad) cldlall e 58 56l 3
ZUEaY) e iUl sae e s IR alail) i 4
Glldall o dudlidl e 2Ll
Student Workload (SWL)
luall = Al Jaall
Structured SWL (h/sem) 100 Structured SWL (h/w) 2
Suaill YA Ul alisiall il jall Jasl) Lo saad CalUall lsisall ad 5l sl
Unstructured SWL (h/sem) 61 Unstructured SWL (h/w)
Jeail) J& allall aliial) pe asd pll Jaal Lo paudd Ul aliiall e sl 5l Jaall 64
Total SWL (h/sem) 125
Jamill A Ul ISl al) Jas)

| Page2




Module Evaluation

Al ) 2Ll i
Time/Nu Weight (Marks) Week Due Relevant Learning
mber Outcome

Quizzes 2 10% (10) 5,10 LO #1,2,10and 11
Formative Assignments 2 10% (10) 2,12 LO#3,4,6and 7
assessment | Projects / Lab. 1 10% (10) Continuous

Report 1 10% (10) 13 LO #5,8and 10
Summative | Midterm Exam 2 hr 10% (10) 7 LO#1-7
assessment | Final Exam 2hr 50% (50) 16 All
Total assessment 100% (100 Marks)

Delivery Plan (Weekly Syllabus)

@bl e ) zleial
Material Covered
Week1 | Introduction to parallel computing
Week 2 | Levels of Parallelism
Week3 | Flynn's Taxonomy
Week 4 | Parallel Architectures
Week 5 | Program Parallelism
Week 6 | (lassification of Communication Networks
Week7 | Direct Communication Networks
Week 8 | Indirect Communication Networks
Week 9 | Routing and Switching
Week 10 | Parallel System Models
Week 11 | Memory Hierarchy
Week 12 | pyralle] Programming
Week 13 | MPI Language
Week 14 | \vriting Parallel Programs
Week 15 | Eyaluation of Program Speedup
Week 16 | Final Exam
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Delivery Plan (Weekly Lab. Syllabus)

BUEGURICPING Y FAPEN]
Material Covered
Week1 | Domain Decomposition: Block Decomposition
Week 2 | Domain Decomposition: Cyclic Decomposition
Week 3 | Functional Decomposition
Week 4 | Message passing interface
Week 5 | Point-to-point communication
Week 6 | Writing program depends on point-to-point communication
Week 7 | Writing program depends Domain Decomposition
Week8 | Writing program depends cyclic Decomposition
Week9 | Writing program depends functional Decomposition
Week10 | Quiz
Week11 | Collective communication
Week 12 | Writing program using Collective communication
Week13 | Projects
Week 14 | Execution time measurements
Week 15 | Quiz
Learning and Teaching Resources
w).ﬁ.“j ?L.ﬂ\ J.JL-.AA
Text Available in the
Library?

Thomas Rauber and Gudula Runger. Parallel
Required Texts programming: for multicore and cluster systems. Springer-

Verlag, Berlin, 2010

Introduction to Parallel Computing. Blaise Barney,
Recommended Lawrence Livermore National Laboratory,
Texts https://computing.linl.gov/tutorials/parallel_comp/
Websites There are a lot of information over internets
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APPENDIX:

GRADING SCHEME

Group Grade paail) Marks (%) | Definition

A - Excellent Ll 90 - 100 Outstanding Performance

B - Very Good [AENRTEN 80 -89 Above average with some errors
Success Group -
(50 - 100) C —Goc_)d 2> 7079 So_und WOI:k Wlth notable erro_rs

D - Satisfactory b sia 60 — 69 Fair but with major shortcomings

E - Sufficient J e 50-59 Work meets minimum criteria
Fail Group FX - Fail Ol J s | (45-49) More work required but credit awarded
(0-49) F — Fail <l | (0-44) Considerable amount of work required
Note:

gol:dl Cazedlly Jladl @il 839 ‘3 83950l Olawd ryade 8 (po dogudilg dasdg o Z39e4! I rdlas>dle
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Module Information
) 5l 3alal) il slaa

Module Title

Computer Organization

Module Delivery

Module Type CORE

Module Code

UOBAB0604012

ECTS Credits 8

SWL (hr/sem) 200

Module Level

1 Semester of Delivery

1

Administering Department

Computer Science | College

College of Science for Women
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Qualification
Module Tutor None e-mail None
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Relation With Other Modules
AN Al all ol gall ae A8

Prerequisite module

None

Semester

Co-requisites module

None

Semester 1

Module Aims, Learning Outcomes and Indicative Contents
A0l yY) il sinall g alacil) il g Al Hall salall Calaad

Module Aims
Jaud Al sald) Calaal

Lﬂﬁgﬁw@iﬂ\g)ﬂ&\j%d@ﬁ}ﬁmwb\ﬂ?@ﬁ\Jg#ulcﬁjw\a&g_h@
O3Sy o allall | 2 A5 JAaY) 5 3ea) 55801 | 43S el Aallaal) 3as 5 & jlers
il 5 de it alae) Jiad aladinl Je ) ild 5 Sla slaall Jiiad (oalae Ld8la e | ol
, Aaal) G sulal) Aadai¥ 4 jlerall (ailiadll ol agd alUal) CasiSy Cogun | Liayl agia
Al el Qi g kil dadie gy LS | Apaall 5 HSIAN apdas 5 Ja) ol jluse I 8 Loy

Module Learning Losmlall Jual g Al Cgulall ¢l 3a) 1
Outcomes Lblal) i (Gaal g slael) @il Jia 2
Feansill 5 oyl 5 2l pand) Jie o sulall Lol o gy ) Cilleall aal 3
Loyl salall alail il yia AU s A 5 (5 5A1) 8 e gy Sl A5 4
Indicative Contents wm ‘_M; . ‘fh - . Q\;\fa -1
1als ) el | U“‘J'ﬂ\ ic\d Lf ‘d:mﬂ(\} t_lbg).lﬂ\ _2
ALY s e 530650 A 5 ISV 8 gl 5 palemall (mny I Ul sl ) -3
Learning and Teaching Strategies
paladll 5 aladl) Claasd) yid
<l ealaal) oAl Al k-]
.Student Center -2
.(Team Project 43l puladll) -3
Strategies (el i sWork shop ) -4
(el apall Jaly 5 5 L) (Learning Technologies on Campus) -5
Lelndal g sl el n AUS PR (e (0l &1l experiential learning) -6
Lol sia 4 g
Student Workload (SWL)
llall _wl jall Jaall
Structured SWL (h/sem) 100 Structured SWL (h/w) 2
dhadl) A Qi alind) ol all Jaal) bie s Gl altiall o Hall Jaall
Unstructured SWL (h/sem) Unstructured SWL (h/w)
sl J3A Clall diiall pue a5l Jaal) L saud Calllall i) el Jaall
Total SWL (h/sem) 100
il J3a lldall SN a5l Jaal)
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Module Evaluation

Al ) Balall s
Time/Nu Weight (Marks) Week Due Relevant Learning
mber Outcome

Quizzes 2 10% (10) 5,10 LO #1,2,10and 11
Formative Assignments 2 10% (10) 2,12 LO#3,4,6and 7
assessment | Projects / Lab. 1 10% (10) Continuous

Report 1 10% (10) 13 LO #5,8and 10
Summative | Midterm Exam 2 hr 10% (10) 7 LO#1-7
assessment | Final Exam 2hr 50% (50) 16 All
Total assessment 100% (100 Marks)

Delivery Plan (Weekly Syllabus)
@bl o ) rleial

Material Covered

Introduction to Computer Organization, Computer Generations and Computer Categories.

Week 2 Al Ggulad) ¢
Main computer parts

Week 3 i) Jias
Data Representation

Week 4 | bl sulall cililee
Arithmetic Computer Operations

Week 5 Sl 0585

Data Storage

Week 6 | %55 P sdall Jsasll s SIS
RAM

Week 7 g 5l g Jasd 3¢ yall 5 SID
ROM

Week8 | 1.4 1) i)

Week 9 | i ) dda¥y) o o sl

Week 10 | 2. )1 Ladai¥) pe o sulall Jelat 4<

Week 11 | ;) .Uai Cajail

Week 12 | (sl d cilleall 510 44K e oyl

Week 13 eaddll G gulall e 8 35 Hh e b palas

Week 14 | il dale danl ja

Week 15 | Final Exam
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Delivery Plan (Weekly Lab. Syllabus)
D88l e ) gl
Material Covered
Week 1 | Juxddl oUai e dadia
Week 2 ARINE I CON| C_Lu.u (_Ac u)’ul\
Week 3 Jarl) eLL:’ c«\)';i e il
Week 4 wgﬁ}\&h&y}ﬁh@qb}&hﬁa
Week 5 JJ}}X\GJQQJJ::\M
Week 6 JJJ}HE;LL:SQJc&AcéELS
Week 7 JJ}}“ eLL-\ ‘59 d}‘dﬂ\ JAC
Week 8 JJJ}S\‘;—QUA}AA}M‘_ACL_'Q)J\
Week 9 dilial et A8lial g (i) Buwd
Week 10 | dcluball cliwaiiy caldl 2elly
Week 11 | Jshally ) sall #1)l Gudad sl
Week 12 | 254l (& a8 5ill Gausd
Week 13 | 254 43 alal anlaill Gui
Week 14 | Wil g dans ) oSl dells s Jae <ol il
Week 15 | Mid Exam
Learning and Teaching Resources
w).ﬁ.“j ?L.ﬂ\ J.JLAA
Text Available in
¢ the Library?
- GLAM‘ 2\-.\&“ e Ry of Nt
ISBN s bizal) 28 ,1) il o) DAl e | caligall ol gt
9781718500662
9781718500679 Matthew No How
, 2020024168 Justice 2020 Starch Computers
,2020024169 Press Really Work
1718500661
;9780134997193 Global Computer
,1292420103 William 2021 Edition- Organizatio
Required Texts ,9781292420103 Stallings Pearson | ™ and
9781292420080 Carson | architecture
The
Essentials of
,9781284259445 Jones & (C)?mzlilzte;
2022062125 LindaNull | 2023 | Bartlett | ° agrf‘d ano
9781284259438 Learning Architecture
, Sixth
Edition
Recommended
Texts
Websites
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APPENDIX:

GRADING SCHEME

Group Grade paail) Marks (%) | Definition

A - Excellent Ll 90 - 100 Outstanding Performance

B - Very Good [AENRTEN 80 -89 Above average with some errors
Success Group -
(50 - 100) C —Goc_)d 2> 7079 So_und WOI:k Wlth notable erro_rs

D - Satisfactory b sia 60 — 69 Fair but with major shortcomings

E - Sufficient J e 50-59 Work meets minimum criteria
Fail Group FX - Fail Ol J s | (45-49) More work required but credit awarded
(0-49) F — Fail <l | (0-44) Considerable amount of work required
Note:

gol:dl Cazedlly Jladl @il 8139 ‘3 83950l Olawd Dyade 8 (po Aoy daspg o3 Z3904! I :dda>He
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Module Information
Al 5l Bl e gl

Module Title Computer Skills Module Delivery
Module Type CORE
Theory
Module Code UOBAB0604022 Lecture
ECTS Cl‘edits 6 Seminar
SWL (hr/sem) 150
Module Level 1 Semester of Delivery 2
Administering Department Computer Science | College | College of Science for Women
Module Leader | Ahmed Mohammed Hussein e-mail wsci.ahmed.mohammed@uobabylon.ed
u.ig
Module Leader’s Acad. Title Assist. Prof. MOdl.ll.e Le:ader S PhD
Qualification
Module Tutor None e-mail None
Peer Reviewer Name e-mail
Review Committee Approval 2024-02-29 Version Number
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Relation With Other Modules
AN Al all ol gall ae A8

Prerequisite module

None Semester

Co-requisites module

None Semester

Module Aims, Learning Outcomes and Indicative Contents

A0l yY) il sinall g alacil) il g Al Hall salall Calaad

Module Aims
Jaud Al sald) Calaal

Lﬂﬁgﬁw@iﬂ\g)ﬂ&\j%d@ﬁ}ﬁmwb\ﬂ?@ﬁ\Jg#ulcﬁjw\a&g_h@
O3Sy o allall | 2 A5 JAaY) 5 3ea) 55801 | 43S el Aallaal) 3as 5 & jlers
il 5 de it alae) Jiad aladinl Je ) ild 5 Sla slaall Jiiad (oalae Ld8la e | ol
, Aaal) G sulal) Aadai¥ 4 jlerall (ailiadll ol agd alUal) CasiSy Cogun | Liayl agia
Al el Qi g kil dadie gy LS | Apaall 5 HSIAN apdas 5 Ja) ol jluse I 8 Loy
S... :-w“.

Module Learning
Outcomes

Aol pal) Balall aladl) s A

e il 5 ) sidinll J gum sll 5_SI3

Ltk g s 438 5al) 3 SIAN e 5il o aid 5e) jall 5 <1
Lt 5 5 Al 38V 5 ,SI

ZIoAYs JAaY) 5 jeal 5 2V A M)

Mwik

Indicative Contents

ol clals c(;'i\.d ?Lu ‘Clel @ -]

Y il e 3308 25 g YD gl 5 pobadl) ians N Ul oLi )l -3
Learning and Teaching Strategies
sl g alail) ol i
) paladl) olal) 2y yh -]
.Student Center -2
.(Team Project dx3all awalaall) -3
Strategies (Jed) i, sWork shop ) -4
(o= o all Jala S5 ) Gl (Learning Technologies on Campus) -5
Lokl s o gula el AUS JBA (40 (a2l o123l experiential learning) -6
APKENJERREPEPY
Student Workload (SWL)
Callall ol 5l Jasl
Structured SWL (h/sem) 100 Struc}ured SWL (h/w) 2
Jeal) JBa llall alstil) ol al) Jeal e sondd Ul adiial) l 50l Janl
Unstructured SWL (h/sem) Unstructured SWL (h/w)
dhaidl) A llall aliidd) jee ol Hal) Jasd) Lo saad calldall alaiiall e ol 5all Jaall
Total SWL (h/sem) 100
Jeal) J3a llall IS s 5l Jes)
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Module Evaluation

Al ) Balall st
Time/Nu Weight (Marks) Week Due Relevant Learning
mber Outcome

Quizzes 2 10% (10) 5,10 LO #1,2,10 and 11
Formative Assignments 2 10% (10) 2,12 LO#3,4,6and 7
assessment | Projects / Lab. 1 10% (10) Continuous

Report 1 10% (10) 13 LO #5,8and 10
Summative | Midterm Exam 2 hr 10% (10) 7 LO#1-7
assessment | Final Exam 2hr 50% (50) 16 All
Total assessment 100% (100 Marks)

Delivery Plan (Weekly Syllabus)

@b e pul) el
Material Covered
Week 1 | 3all 3 SIAl
Memory Cache
Week 2 | 3all 3 SIAl
Memory Cache
Week 3 | A=lmyl s SI
Virtual Memory
Week 4 | A=Yl s 81
Virtual Memory
Week5 | oY%l
Motherboard
Week 6 Jiaay! B)’@A.\
Input Devices
Week 7 gAY 8 e
Output Devices
Week 8 | il ¢l pualadl (e el jlial
Week 9 Cilaatall g 25LE
Monitors and Printers
Week 10 | <& ?u“" G Aadia .
Introduction to Operating System
Week 11 | ASCII Code
Week 12 | ¢='5s Slalld
Microprocessor
Week 13 | sl ¢ jall Csulal) Ailua (e 5 junlas
Week 14 | Class Assignment
Week 15 | \jjd Exam
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Delivery Plan (Weekly Lab. Syllabus)
D88l e ) gl

Material Covered

Week 1 | SV (e dadia

Week 2 | JuSOU s )l dgal ol Lle il

Week3 | JuSYL Aalall Jisall Lle ool

Week 4 | JoSY) alai b Jglall ae dabeill 48 e o yail

Week 5 | JuS¥) ollai e e Gaulas

week6 L@A.\JJ\} e}u})&\ é;\.m.\j

Week 7 4 g pall dalell Abibaa) Jee

Week 8 | JusY Ggukai (e <l Ll

Week 9 | Cig)all (e dadia

Week 10 «Lx&gﬁJ}J\eLEs‘;JgM\;LﬁH\,ﬁ:\Séchdl

Week 12 | &g sl ol e e galas

Week 13 | Ciagsall (8 odli e 3 pialas Jy i 48

Week 14 | syl Gudai e <l il

Week 15 | Mid Exam

Learning and Teaching Resources
L).\;:a)ﬂ\} (-Ja;m JJLAAA

Text Available in
ex the Library?
@ Jbmall 28 ) ¢ la) Fow o oy .
: - - ilgall o
ISBN Oilaall | ¥ | a sl ol
,9811656614 | Shuangb o §D Computer Architecture and
9789811656 | ao Paul § £ Organization: Fundamentals
. 613 Wang & and Architecture Security
Required Texts
David A. c Computer Organization and
0128203315 | Patterson | o | § € puter reaniza
I W g Design RISC-V Edition: The
9780128203 | ,John L. o 5 &£
316 Henness ~ s 3 Hardware Software Interface,
y ~ Second Edition
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,1498772714
9781498772 9 c ; hitecture:
716 Joseph D. = g fund:r;nepnlfcai ::fd I fi(rzlcl:rTéS of
1498772722 | Dumasll | & | © P
9781498772 O P &
723
Recommended
Texts
Websites
APPENDIX:
GRADING SCHEME
Group Grade sl | Marks (%) | Definition
A - Excellent Dlial 90 — 100 Outstanding Performance
B - Very Good laa na | 80-89 Above average with some errors
Success Group d d K with ol
(50 - 100) C -Goo RYEN 70-79 Sound work with notable errors
D - Satisfactory das gia 60 — 69 Fair but with major shortcomings
E - Sufficient Jsie 50 -59 Work meets minimum criteria
Fail Group FX - Fail D& Jsia | (45-49) More work required but credit awarded
(0-49) F — Fail wl ) | (0-44) Considerable amount of work required
Note:

ol Sedly Jladl odaidl 8539 (§ Bagand! Olawd duyahe J8 (po dogdiilg dapg o5 3 gaid! I 1dlas>de
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MODULE DESCRIPTOR FORM

Module Information
Al 5l Bl e gl

Module Title Language Translator 1 Module Delivery
Module Type CORE
Theory
Module Code
Lecture
ECTS Credits 1 Seminar
SWL (hr/sem)
Module Level 3 Semester of Delivery 1
Administering Department Computer Science | College | College of Science for Women
Module Leader | Esraa Alwan e-mail esraa.hadi@uobabylon.edu.ig
Module Leader’s Acad. Title | Prof. Module Leader’s PhD
Qualification
Module Tutor None e-mail None
Peer Reviewer Name e-mail
Review Committee Approval Version Number
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Relation With Other Modules
AN Al all ol gall ae A8

Prerequisite module None Semester

Co-requisites module None Semester

Module Aims, Learning Outcomes and Indicative Contents
45 Y1 il ginall g alail) il g Al al) salall Calaa

Module Aims 2.
el all salal) Calaal
3.

1. To develop knowledge in compiler design

To develop lexical analyzers, parsers, and small compilers using different
tools
To develop lexical analyzers, parsers, and small compilers by using general
purpose programming languages

1.

N

Module Learning
Outcomes

ol pal) alall aladl) s 3

Parse tree construction - Construct a parse tree, or explain why no parse tree
exists, given a BNF grammar and a string over the appropriate alphabet. ()
Lexical analyzer implementation - Implement a lexical analyzer from a
specification of a language's lexical rules.

. Compute FIRST set - Compute the FIRST set for a BNF grammar.
. Compute follow set - Compute the FOLLOW set for a BNF grammar.

determine FIRST intersect FIRST constraint satisfaction - determine if a BNF
grammar satisfies the constraint on intersection of FIRST sets required for
single-symbol-lookahead, top-down, lookahead parsing () determine FIRST
intersect FOLLOW constraint satisfaction - determine if a BNF grammar
satisfies the constraint on intersection of FIRST and FOLLOW sets required
for single-symbol-lookahead, top-down, lookahead parsing.

. Check for left recursion - determine if a BNF grammar satisfies the constraint

on left recursion for single-symbol-lookahead, top-down, lookahead construct
parser - design and implement a single-symbol-lookahead, top-down,
lookahead parser from a BNF grammar()

Indicative Contents
Lals Y Gl sisal)

Learning and Teaching Strategies

sl 5 aleil il i) yin)

Strategies ‘

Student Workload (SWL)
Al sl all Jeal

Structured SWL (h/sem)

Structured SWL (h/w)

Jaadl) DA Qlall aliiial) sl all Jaal Lo sal calldall altiall sl 5l Jaall
Unstructured SWL (h/sem) Unstructured SWL (h/w)

Jeadll I8 Ul altiall e ) Hall Jaall bie sl Gl alatiall je gl Hall Jaal
Total SWL (h/sem)

Joadl) J3& llall IS 5o} Jaal
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Module Evaluation

Al ) Balall st
Time/Nu Weight (Marks) Week Due Relevant Learning
mber Outcome

Quizzes 10% (10) 5,10 LO #1,2,10 and 11
Formative Assignments 10% (10) 2,12 LO#3,4,6and 7
assessment | Projects / Lab. 10% (10) Continuous

Report 10% (10) 13 LO #5,8and 10
Summative | Midterm Exam 2 hr 10% (10) 7 LO #1-7
assessment | Final Exam 2hr 50% (50) 16 All
Total assessment 100% (100 Marks)

Delivery Plan (Weekly Syllabus)

@b e pul) el
Week Material Covered

Week 1 | Introduction to Compiler, Cousins of Compiler (Translator, assembler, interpreter, loader,
linker etc), Phases of Compilers.
Operation in each phase of a Compiler, lexical analyzer, syntax analyzer, semantics analyzer,

Week 2 symbol table manager, error handler, intermediate code generator, code optimizer, code
generator.

week 3 | Role of the lexical analyzer, issues in lexical analysis, tokens, patterns, lexemes. Specification
of tokens, Strings and languages, Finite automata, DFA, NFA

Week4 | Equivalence of NFA and DFA, Conversion of NFA to DFA.

Week S | Minimizing states of DFA, €-NFA

Week 6 | Regular Expression, regular grammar, Conversion of regular expression into NFA

Week7 | Midterm exam

Week8 | The role of Parser, Syntactic errors and recovery actions

Week9 | Context free Grammar, Parse Tree, Parse tree Derivation, Left most Derivation, Right most
derivation, ambiguity.

week 10 | Eliminating ambiguity, predictive parsing, Recursive decent parsing, predictive parsing using
tables

Week 11 | Top-down parsing, bottom-up parsing, shift reduce parsing using the ACTION/GOTO Tables

Week 12 | Top-Down Parsing: Recursive-Descent Parsing, FIRST and FOLLOW, LL (1) Grammars

Week 13 Eott_om-Up Parsing: Handle Pruning, Shift-Reduce Parsing, Conflicts During Shift-Reduce

arsing

LR Parsing: Simple LR, Items and the LR (0) Automaton, Constructing SLR-Parsing Tables,

Week 14 | v/jable Prefixes

Week 15 | Canonical LR parser: Constructing LR(1) Sets of Items, Constructing LALR Parsing Tables

Week 16

Final Exam
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Delivery Plan (Weekly Lab. Syllabus)

BUEGURICPING Y FAPEN]
Material Covered
Week 1 | Flex tool introduction
Week 2 | Format of input file with example
Week 3 | Patterns
Week 4 | Building digit and letter using flex
Week 5 | Building Identifier using flex
Week 6 | Building Constant using flex
Week 7 | Reserved word
Week8 | Midterm exam
Week9 | Construct regular expression
Week10 | Complex number
Week11 | More example about lexical analysis
Week 12 | Project for building lexical analysis
Week13 | Project reading from file
Week 14 | Project final
Week 15 | Final exam
Learning and Teaching Resources
u.ug)lﬁ\} (-Ja;m JJLAAA
Available in the
Text )
Library?
[1] Alfred V. Aho, Monica S. Lam,Ravi Sethi, Jeffrey D.
Ullman., “Compilers, principles, techniques, and tools “,
Addison Wesley, 2007.
Required Texts [2] Dick Grune, Henri E. Bal, Ceriel J.H. Jacobs, Koen G.
Langendoen ,” Modern Compiler Design “, John
Wiley & Sons, 2000.
[3] Flex and Bison, unix text processing tools, John Levine, 2009.
Recommended
Texts
Websites
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APPENDIX:

GRADING SCHEME

Group Grade paail) Marks (%) | Definition

A - Excellent Ll 90 - 100 Outstanding Performance

B - Very Good [AENRTEN 80 -89 Above average with some errors
Success Group -
(50 - 100) C —Goc_)d 2> 70-79 So_und WOI:k Wlth notable erro_rs

D - Satisfactory b sia 60 — 69 Fair but with major shortcomings

E - Sufficient J e 50-59 Work meets minimum criteria
Fail Group FX - Fail D& J s | (45-49) More work required but credit awarded
(0-49) F — Fail <l | (0-44) Considerable amount of work required
Note:

gol:dl Cazedlly Jladl @il 8139 ‘3 83950l Olawd ipade S8 (o dogudilg dasdg o Z39e4! I :ddas>dle
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University of Babylon
College of Science for Women
Computer Science

MODULE DESCRIPTOR FORM

Module Information
Al 5l Bl e gl

Module Title Microprocessor and Assembly Language Module Delivery
Module Type CORE

Theory
Module Code

Lecture
ECTS Credits Seminar
SWL (hr/sem) 60 4clus
Module Level 1 Semester of Delivery 1
Administering Department Computer College | Computer Science for Women
Module Leader | Hussein A. Lafta e-mail wsci.husein.attia@uobabylon.edu.iq
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Relation With Other Modules
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Prerequisite module

NONE Semester 1

Co-requisites module

NONE Semester 1

Module Aims, Learning Outcomes and Indicative Contents
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Module Aims
Jau) Al sald) Calaal

This unit guide is intended to provide a general idea of the teaching content and
assessment criteria for the unit entitled Microprocessor. General aims are to
provide an understanding of the operation of microprocessors and their
interfacing components, and to offer essential design considerations in
Microprocessor and Computer Interfacing applications. Microprocessors and
Interfacing deals with the general principles of microprocessor design and
interfacing by looking at the Intel 8086 microprocessor and its associated
peripheral interface chips. Programming the microprocessor is done using the
TASM assembly language on the PC. This is done to emphasis the sequence of
operations of software code and their implications on the hardware. The unit
deals with microprocessor architecture, operation of registers and data
manipulation as well a program control

Module Learning
Outcomes

Aol pal) Balall aladl) Sl 3

By the end of the course, students will be able to:

1- Understand components of the computers, microprocessors.

2- Know how to approach and undertake microprocessor development.

3- Learning role of CPU, registers, buses.

4- Know how interface memory and peripheral devices to a microprocessor.

5- Learning addressing modes (Immediate, direct, extended, indexed,
indexed-indirect, and relative addressing modes).

6- Know the architecture of the 80x86-type microprocessor. Its capabilities
and limitation and how it fits in with modern computers.

7- Understanding the function of each pin in 8086 microprocessors.

8- Learning interrupt vectors, interrupt process, interrupt priorities, external
and advanced interrupts

9- Learning how to write program in assembly language using TASM.

Indicative Contents
Lals Y il sisall

This unit guide is intended to provide a general idea of the teaching content and
assessment criteria for the unit entitled Microprocessor. General aims are to
provide an understanding of the operation of microprocessors and their
interfacing components, and to offer essential design considerations in
Microprocessor and Computer Interfacing applications. Microprocessors and
Interfacing deals with the general principles of microprocessor design and
interfacing by looking at the Intel 8086 microprocessor and its associated
peripheral interface chips. Programming the microprocessor is done using the
TASM assembly language on the PC. This is done to emphasis the sequence of
operations of software code and their implications on the hardware. The unit
deals with microprocessor architecture, operation of registers and data
manipulation as well a program control.
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Learning and Teaching Strategies

adal 5 alal) i) siud

1- Use smart screens in addition to regular whiteboards.
2- Display the lecture on the university website, as well as on the
college and department websites.

Strategles 3- Focus on discussion groups between professors and students.
4- Encourage self-learning and help students draw conclusions.
5- Emphasize competition among students.
Student Workload (SWL)
lUall _ud jall Jeall
Structured SWL (h/sem) Structured SWL (h/w)
dhadl) A Qlall alind) ol all Jaal) Lo saud calldall alaiiall sl 5all Jaall
Unstructured SWL (h/sem) Unstructured SWL (h/w)
daail) oA lldall aliiiall jee ol Hall Jaal) Lo sasl calldall alaiiall e ol 5ol Jaall

Total SWL (h/sem)
Juadll JMa Ul IS ol 5l Jasl

Module Evaluation

Al ) 2Ll g
Time/Nu Weight (Marks) Week Due Relevant Learning
mber Outcome

Quizzes 3 10 3,6,8
Formative Assignments 3 10 2,4,7
assessment | Projects / Lab. 1 10 10

Report 1 10 3
Summative | Midterm Exam 2hr 10 7
assessment | Final Exam 3h 50 16
Total assessment 100

| Page3




Delivery Plan (Weekly Syllabus)

@bl e pul) el
Material Covered
Week 1 Introdl_lcti_on and History of Microprocessors; Basic Block Diagram of a computer;
Organization of Microprocessor Based System; Bus Organization.
Week 2 | Stored program Concept and Von Neumann Machine; Processing Cycle of a
Stored Program Computer
Week 3 | Microinstructions and Hardwired/Microprogrammed Control Unit ; Introduction to
Register Transfer Language
Week 4 | Internal Architecture and Features of 8086 Microprocessor ; BIU and Components;
EU and Components
Week 5 | EU and BIU Operations; Segment and EU and BIU Operations; Segment and
Offset Address
Week 6 Move,XChange,Push,Pup
Week 7 ADD,SUB Instructions
Week8 | First Exam
Week9 | AND, OR, XOR, NOT Instructions
Week 10 | shift and rotate instructions
Week 11 | Review
Week 12 | Simple Programs for Arithmetic,
Logical, String Input/Output
Week 13 | Design and implement (Simple Project
Week 14 | pesign and implement (Simple Project )
Week 15 | second Examination
Delivery Plan (Weekly Lab. Syllabus)
idall e gl #lgiall
Material Covered
Week 1 | Setting up the emu8086 simulation
Week 2 | the concept of Assembly Language
Week 3 | Practical basic on assembly language
Week 4 | learn to build a code using emu8086 simulation
Week 5 | Learn to create code for data transfer instruction set
Week 6 | Learn to create code for data transfer instruction set
Week 7 | Learn to convert from Assembly language to machine language
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Week 8 | Learn to convert from Assembly language to machine language
Week 9 | Learn to create code for arithmetic and logical instruction set
Week 10 | Learn to create code for arithmetic and logical instruction set
Week 11 | Learn to deal with variable and array in emu8086 simulation
Week 12 | Learn to deal with variable and array in emu8086 simulation
Week 13 | Learn to create code for rotate and shift instruction set
Week 14 | Learn to create code for rotate and shift instruction set
Week 15 | implemented a code for preparing to the final exam
Learning and Teaching Resources
w‘)ﬂb (A:uj\ )JLAA
Text Available in
the Library?
1. John Uffenbeck, The 8086Design, Programming and Interfacing.
2012.
Required Texts 2-Barry B. Brey, " The Intel Microprocessors 8086/8088, 80186/80188,
80286, 80386, 80486, Pentium, and Pentium Pro Processor rchitecture,
Programming, and Interfacing, 6th Edition, Prentic-Hall Inc., 2003.
Complete Notes of Microprocessor with Tutorials and Solutions [1]
Published by Raju Dawadi at January 7, 2016
Recommended
Texts . . . .
J. T. Streib, Guide to Assembly Language: A Concise Introduction, [2]
Springer-Verlag London Limited, 2011
Websites . http://www.emu8086.com
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APPENDIX:

GRADING SCHEME

Group Grade paail) Marks (%) | Definition

A - Excellent Ll 90 - 100 Outstanding Performance

B - Very Good [AENRTEN 80 -89 Above average with some errors
Success Group -
(50 - 100) C —Goc_)d 2> 70-79 So_und WOI:k Wlth notable erro_rs

D - Satisfactory b sia 60 — 69 Fair but with major shortcomings

E - Sufficient J e 50-59 Work meets minimum criteria
Fail Group FX - Fail D& J s | (45-49) More work required but credit awarded
(0-49) F — Fail <l | (0-44) Considerable amount of work required
Note:

gol:dl Cazedlly Jladl @il 8139 ‘3 83950l Olawd ryade 8 (o douddilg dasdg o3 Z39e4! RV-SP1EER
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Relation With Other Modules
AN Al all ol gall ae A8

Prerequisite module

NONE Semester

Co-requisites module

NONE Semester

Module Aims, Learning Outcomes and Indicative Contents
45 Y1 il ginall g alail) il g Al al) salall Calaa

Module Aims
Al Hall alal) Calaal

1.

Able to perform the conversion among different number systems; Familiar

with basic logic gates -- AND, OR & NOT, XOR, XNOR; Independently or

work in team to build simple logic circuits using basic.

. Understand Boolean algebra and basic properties of Boolean algebra; able to
simplify simple Boolean functions by using the basic Boolean properties.

. Able to design simple combinational logics using basic gates. Able to optimize
simple logic using Karnaugh maps, understand "don t care".

. Familiar with basic sequential logic components: SR Latch, D Flip-Flop and
their usage and able to analyze sequential logic circuits.

. Understand finite state machines (FSM) concept and work in team to do
sequence circuit design-based FSM and state table using D-FFs.

. Familiar with basic combinational and sequential components used in the

typical data path designs: Register, Adders, Shifters, Comparators; Counters,

Multiplier, Arithmetic-Logic Units (ALUs), RAM. Able to do simple register-

transfer level (RTL) design.

Able to understand and use one high-level hardware description languages

(VHDL or Verilog) to design combinational or sequential circuits. 8.

Understand that the design process for today s billion-transistor digital systems

becomes a more programming-based process than before and programming

skills are important.

Module Learning
Outcomes

ol Hal) Balall aladl) s 3

v" The student should understand encoder, decoder and multiplexers.
v" The student should understand flip-flops and how to use them.

v" The student should understand registers and their types.

v" The student should understand counters and their types.

v The student should understand ROM and PLA implementation.

Indicative Contents

This course covers the logic design advanced concepts. It starts with
combinational logic circuit design. From these designs are adder and subtractor.
This course also covers the explanation of different circuit such as decoder,

Lala Y el sinal) ) .
encoder and multiplexers. At the end of course, the flip-flop, latches and counter
are covered.
Learning and Teaching Strategies
addatl] g aladl) laas) i
) v" The student should use utilities in the lab to apply scientific experiment.
Strategies

v" The ability to design a logic circuit.
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Student Workload (SWL)

Ul a5l Jesl

Structured SWL (h/sem)

Jomdl) I8 Ll il o yall Jaal

Structured SWL (h/w)
Lo sal calldall aliiall sl 5l Jaall

Unstructured SWL (h/sem)

Jomill JI& QU plill e ol 5 Jasll

Unstructured SWL (h/w)
Lo saud allall aliiiall e ol 5all Jasll

Total SWL (h/sem)
Jeal) & Ul IS a5l sl

Module Evaluation

aﬂ*ut):ﬂ\ﬁdkai\eégﬁ
Ti N Rel tL i
ime/Nu Weight (Marks) Week Due elevant Learning
mber Outcome
LO #1, #2 and #10,
Quizzes 2 10% (10) 5and10 | o
:;’::;:;‘1‘;’“ Assignments 2 10% (10) 2and 12 | LO #3, #4 and #6, #7
Projects / Lab. 1 10% (10) Continuous | All
Report 1 10% (10) 13 LO #5, #8 and #10
Summative | Midterm Exam 2hr 10% (10) 7 LO #1 - #7
assessment | Final Exam 3hr 50% (10) 16 ALL
Total assessment 100%

Delivery Plan (Weekly Syllabus)

@B e pul) el

Material Covered
Week1 | NUMBERS USED IN DIGITAL ELECTRONICS
Week2 | BASIC LOGIC GATES
Week3 | OTHER LOGIC GATES
Week4 | SIMPLIFYING LOGIC CIRCUITS: MAPPING
Week5 | Offset Address
Week6 | SIMPLIFYING LOGIC CIRCUITS: MAPPING
Week7 | Karnaugh Maps
Week 8 | CODE CONVERSION
Week9 | BINARY ARITHMETIC AND ARITHMETIC CIRCUITS
Week 10 | FLIP-FLOPS AND OTHER
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MULTMBRATORS
Week 11 | COUNTERS
Week 12 | pyrallel Counters
Week 13 | EXAMINATION
Week 14 | 5H|FT REGISTERS
Week 15 | MICROCOMPUTER MEMORY

Delivery Plan (Weekly Lab. Syllabus)
>#$Aﬂ<§cJ&uY\Eﬁ§LM

Material Covered
Week1 | number conversation
Week2 | And,OR,NOT GATES REPRESENTATION
Week3 | NAND,NOR,XOR REPRESENTATION
Week4 | NAND,NOR,XOR REPRESENTATION
Week 5 | Karnaugh Maps REPRESANTAION
Week 6 | CODE CONVERSION REPRESANTATION
Week 7 | BINARY ARITHMETIC AND ARITHMETIC CIRCUITS REPRESANTATION
Week 8 | SR FF REPRESANTATION
Week9 | COUNTERS (SERIAL COUNTER) REPRESANTATION
Week 10 | Parallel Counters REPRESANTATION
Week 11 | EXAMINATION
Week 12 | SHIFT REGISTERS REPRESANTAION
Week 13 | MICROCOMPUTER MEMORY REPRESANATION
Week 14 | Design n-bits Adder Subtractor
Week 15 | Design circuit for converting from gray code to binary using XOR Gates.

Learning and Teaching Resources
u.u...\).lﬂ\} (J’_ﬂ\ ).ALAA
Text Available in
ex the Library?
1. John Uffenbeck, The 8086Design, Programming and Interfacing. 2012.
. 2. Barry B. Brey, " The Intel Microprocessors 8086/8088, 80186/80188,
Required Texts

80286, 80386, 80486, Pentium, and Pentium Pro Processor architecture,
Programming, and Interfacing, 6th Edition, Prentic-Hall Inc., 2003.
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1. Complete Notes of Microprocessor with Tutorials and Solutions
Published by Raju Dawadi at January 7, 2016.
Recommended
Texts 2. J. T. Streib, Guide to Assembly Language: A Concise Introduction,
Springer-Verlag London Limited, 2011.
Websites http: //www.emu8086.com
APPENDIX:
GRADING SCHEME
Group Grade padil) Marks (%) | Definition
A - Excellent bl 90 - 100 Outstanding Performance
B - Very Good [AENKYEN 80 -89 Above average with some errors
(SSUOC‘_:?SO()B roup C -Good ATEN 70-79 Sound work with notable errors
D - Satisfactory DA 60 — 69 Fair but with major shortcomings
E - Sufficient Jsa 50 - 59 Work meets minimum criteria
Fail Group FX — Fail D& Jsia | (45-49) More work required but credit awarded
(0-49) F — Fail wl ) | (0-44) Considerable amount of work required
Note:

gda.ll Cazedlly Jladl @il 839 ‘3 83950l Olawd Dyade 8 (po dogudilg dasdg o Z39e4! I rdlas>dle
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Relation With Other Modules
6 DAY Al all 3 sall ae A8l

Prerequisite module

None Semester

Co-requisites module

None Semester

Module Aims, Learning Outcomes and Indicative Contents

4L5 Y1 il ginall g alail) il g A al) salall Calaa

Module Aims
Jaad Al salal) Calaa

The typical data structures course, which introduces a collection of fundamental
data structures and algorithms, can be taught using any of the different
programming languages available today. In recent years, more colleges have
begun to adopt the Python language for introducing students to programming
and problem solving. Python provides several benefits over other languages
such as C++ and Java, the most important of which is that Python has a simple
syntax that is easier to learn. This book expands upon that use of Python by
providing a Python-centric text for the data structures course. The clean syntax
and powerful features of the language are used throughout, but the underlying
mechanisms of these features are fully explored not only to expose the \magic"
but also to study their overall For a number of years, many data structures
textbooks have been written to serve a dual role of introducing data structures
and providing an in-depth study of object-oriented programming (OOP). In
some instances, this dual role may compromise the original purpose of the data
structures course by placing more focus on OOP and less on the abstract data
types and their underlying data structures. To stress the importance of abstract
data types, data structures, and algorithms, we limit the discussion of OOP to
the use of base classes for implementing the various abstract data types. We do
not use class inheritance or polymorphism in the main part of the text but instead
provide a basic introduction as an appendix. This choice was made for several
reasons. First, our objective is to provide a \back to basics" approach to learning
data structures and algorithms without overwhelming the reader with all of the
OOP terminology and concepts, which is especially important when the
instructor has no plans to cover such topics. Second, different instructors take
different approaches with Python in their first course.

1. focus on the known data structures and algorithms, also designing the
examples to allow the introduction of object-oriented programming if so
desired.

2. data structures are introduced, with the major details contained in
individual sections.

3. Understuend the main principle of Python.

e Prerequisites

This course assumes that the student has completed the standard introduction
to programming and problem-solving course using the Python language.
Since the contents of the first course can differ from college to college and
instructor to instructor, we assume the students are familiar with or can do
the following:

v' Design and implement complete programs in Python, including the use of
modules and namespaces
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v Apply the basic data types and constructs, including loops, selection
statements, and subprograms (functions)

v" Create and use the built-in list and dictionary structures

v Design and implement basics classes, including the use of helper methods
and private attributes

Module Learning
Outcomes

ol Hal) Balall aladl) s 3

Understanding Fundamental Concepts

= Define Data: Explain the concept of data and its significance in computing.

= Define Information: Distinguish between data and information, emphasizing how data
becomes meaningful when processed.

= Define Algorithm: Describe what an algorithm is and its role in problem-solving
within data structures.

= Define Data Structure: Understand the definition of data structures and their
importance in organizing and managing data efficiently.

Arrays
= One Dimensional Array: Describe the structure and use cases of one-dimensional
arrays.
= Two Dimensional Arrays: Explain the concept and applications of two-dimensional
arrays.

= Three Dimensional Arrays: Understand three-dimensional arrays and their
representation.
= Triangular Matrix: Define triangular matrices and discuss their applications.
= Representation of Arrays: lllustrate different methods for representing arrays in
memory.
Stack & Notations
= Stack: Define stacks, including their properties and operations.
= Main Applications of Stack: Identify and explain various applications of stacks in
computing, such as expression evaluation and backtracking.
= Algorithm of Stack: Outline algorithms for common stack operations (push, pop,
peek).
= Conversion of Infix Expression to Reverse Polish Notation: Explain the process of
converting infix expressions to Reverse Polish Notation using stacks.
Queues
= Simple Queue: Define simple queues and their operations.
= Algorithm Insert of Queue: Describe the algorithm for inserting elements into a
queue.
= Algorithm Delete of Queue: Explain the deletion algorithm for queues.
= Circular Queue: Define circular queues and their advantages over simple queues.
= Algorithm Insert of Circular Queue: Outline the insertion algorithm specific to
circular queues.
=  Algorithm Delete of Circular Queue: Describe the deletion process for circular
queues.
Linked Structures
= Static Structures: Define static linked structures and their characteristics.
= Dynamic Structures: Explain dynamic linked structures and how they differ from
static ones.
= Pointers: Discuss the role of pointers in linked structures.
= Linked List: Describe linked lists, their types, and uses.
= Algorithm Insert Element to the Start of Linked List: Outline the algorithm for
inserting an element at the beginning of a linked list.
= Algorithm Insert Element to the Middle of Linked List: Explain how to insert an
element in the middle of a linked list.
= Algorithm Insert Element to the End of Linked List: Describe the process for
adding an element at the end of a linked list.
Types of Linked Structures
= Linked Stack: Define linked stacks and discuss their implementation.
= Linked Queue: Explain linked queues and their advantages over simple queues.
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= Circular Linked List: Describe circular linked lists and their applications.
= Double Linked List: Discuss double linked lists, including their structure and uses.
Graphics
= Definition of Graph: Define what a graph is in computer science terms.
= Types of Graphs:
v" Undirected Graph: Explain undirected graphs.
v" Directed Graph: Describe directed graphs.
=  Graph Representation: Discuss various methods for representing graphs, including
adjacency matrices and adjacency lists.
Types of Edges
= Primary Path: Define primary paths within graphs.
= Simple Path: Explain what constitutes a simple path in graph theory.
=  Compound Path: Discuss compound paths and their characteristics.
= Circular Path: Define circular paths within graphs.

= Tree Types: Identify different types of trees used in data structures.
= Transformation of a General Tree into Binary Tree: Explain how to convert
general trees into binary trees.
= Tree Traversing Techniques:
v Level by Level Traversing: Describe level-order traversal.
v Preorder Traversing: Explain preorder traversal method.
v In-order Traversing: Discuss in-order traversal.
v' Post-order Traversing: Outline post-order traversal technique.
Tree Representation
= General Tree Representation:
v" Max Number of Branches: Discuss constraints on branches in general trees.
v" Two Pointers (Sun, Brother): Explain pointer representation for general trees.
v" Three-Pointers (Sun, Brother, Father): Describe advanced pointer
representation techniques.
= Binary Tree Representation:
v" One Dimension Array: Illustrate binary tree representation using one-
dimensional arrays.
Two Dimensions Array: Discuss two-dimensional array representations.
Two Pointers (Left Child, Right Child): Explain binary tree node
representation using two pointers.
v Three Pointers (Left Child, Right Child, Father): Discuss advanced binary
tree node representation techniques.

v
v

Indicative Contents
ali ;Y1 iy giaall

1. Fundamental Concepts
= Data: Definition and significance in computing.
= Information: Distinction between data and information.
= Algorithm: Role and definition of algorithms in problem-solving.
= Data Structure: Importance and definition of data structures.
2. Arrays
¢ One Dimensional Array: Structure, representation, and use cases.
e Two Dimensional Arrays: Concept, applications, and representation.
e Three Dimensional Arrays: Understanding and representation.
e Triangular Matrix: Definition, properties, and applications.
e Representation of Arrays: Methods for representing arrays in memory.
3. Stack & Notations
e Stack: Definition, properties, and operations.
e Main Applications of Stack: Use cases in computing (e.g., expression evaluation).
e Algorithm of Stack: Push, pop, and peek operations.
¢ Infix to Reverse Polish Notation Conversion: Process and algorithms involved.
4. Queues
e Simple Queue: Definition, operations, and applications.
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Insert Algorithm for Queue: Detailed algorithm for inserting elements.
Delete Algorithm for Queue: Process for removing elements from a queue.
Circular Queue: Definition, advantages, and representation.
Insert Algorithm for Circular Queue: Insertion process specific to circular
queues.
e Delete Algorithm for Circular Queue: Deletion process for circular queues.
5. Linked Structures
e Static Structures: Characteristics and examples.
e Dynamic Structures: Differences from static structures.
e Pointers: Role of pointers in linked structures.
e Linked List: Definition, types, and applications.
e Insert Element at Start: Algorithm for insertion at the beginning.
e [nsert Element in the Middle: Algorithm for middle insertion.
e [nsert Element at End: Algorithm for end insertion.
6. Types of Linked Structures
e Linked Stack: Definition and implementation details.
e Linked Queue: Advantages over simple queues and implementation.
e (Circular Linked List: Structure and applications.
e Double Linked List: Characteristics and uses.
7. Graphics
e Graph Definition: Basic definition of graphs in computer science.
e Types of Graphs:
e Undirected Graph: Characteristics and examples.
e Directed Graph: Characteristics and examples.
e Graph Representation Methods:
e  Adjacency Matrix: Structure and usage.
e Adjacency Lists: Structure and usage.
8. Types of Edges
e Primary Path: Definition and characteristics.
e Simple Path: Explanation of simple paths in graphs.
e Compound Path: Characteristics of compound paths.
e Circular Path: Definition and examples.
9. Trees
e Tree Types: Overview of various tree structures (binary trees, AVL trees, etc.).
e Transformation from General Tree to Binary Tree: Process of conversion.
10. Tree Traversing Techniques
o Level by Level Traversing: Explanation of level-order traversal method.
e  Preorder Traversing: Description of preorder traversal process.
e In-order Traversing: Explanation of in-order traversal method.
e  Post-order Traversing: Description of post-order traversal process.
11. Tree Representation
e General Tree Representation Techniques:
e  Max Number of Branches: Constraints on branches in general trees.
e  Pointer Representation: Two pointers (Sun, Brother) and three pointers
(Sun, Brother, Father).
e Binary Tree Representation Techniques:
e  One-Dimensional Array Representation: Structure using arrays.
e  Two-Dimensional Array Representation: Structure using matrices.
e  Pointer Representation: Two pointers (Left Child, Right Child) and three
pointers (Left Child, Right Child, Father).

Learning and Teaching Strategies

palatll 5 aladl) lia] yicd
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1. Interactive Learning Environments
e Utilizing Smart Screens: Incorporate smart screens alongside traditional blackboards
to enhance visual learning. This allows for dynamic presentations, interactive
demonstrations, and real-time engagement with digital content.
2. Online Resources
e Lecture Accessibility: Provide students with access to recorded lectures on the college
website and through the learning management system (Moodle). This enables students
to review materials at their own pace and reinforces learning through repeated
exposure.
3. Collaborative Discussions
e Discussion Sessions: Foster an environment that encourages active participation
through focused discussion sessions between professors and students. This strategy

Strategies promotes critical thinking, allows for clarification of concepts, and enhances
understanding through peer interaction.
4. Promoting Self-Learning
e Encouraging Independent Study: Motivate students to engage in self-directed
learning by providing resources and guidance that help them draw their own
conclusions. This approach cultivates critical thinking skills and fosters a sense of
ownership over their educational journey.
5. Assignments and Activities
e Graded Activities: Assign various activities and projects that relate to the course
content, allocating a percentage of the overall grade for these tasks. This not only
reinforces learning but also encourages students to apply theoretical concepts in
practical scenarios, enhancing their understanding of data structures.
Student Workload (SWL)
il il ol Jaall
Structured SWL (h/sem) 60 Structured SWL (h/w) 4
Jaadl) DA Qlall alaiiall sl all Jaal) Lo saud calldall alaiiall sl 5all Jaall
Unstructured SWL (h/sem) 65 Unstructured SWL (h/w)
ol I Ul il el yall Jaal e soud Ul ) e ol ol Jaal) 4
Total SWL (h/sem) 125
Juadl) P Qllall I il jall el
Module Evaluation
Aaasl ) BLal) s
Time/Nu Relevant Learnin
/ Weight (Marks) Week Due 8
mber Outcome
Quizzes 2 10% (10) 5,10 LO #1,2,10and 11
Formative Assignments 2 10% (10) 2,12 LO#3,4,6and 7
assessment | Projects / Lab. 2 10% (10) Continuous
Report 1 10% (10) 13 LO#5,8and 10
Summative | Midterm Exam 2 hr 10% (10) 7 LO # 1-7
assessment | Final Exam 2hr 50% (50) 16 All
Total assessment 100% (100 Marks)
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Delivery Plan (Weekly Syllabus)

Material Covered
Week 1 Understanding the concepts of data, information, algorithms, and data structures along with their types.
Week 2 | Familiarizing oneself with the types of arrays: one-dimensional, two-dimensional, three-dimensional, and
triangular arrays, as well as methods for representing them in memory.
Week 3 Gaining knowledge about stacks, including algorithms for adding and removing elements, their real-world
applications, and their use in converting between different notation systems.
Week 4 Exploring various types of queues, such as simple and circular queues, and discussing algorithms for adding and
removing elements from different positions (beginning, middle, end).
Week 5 Understanding the fundamental differences between static and dynamic programming.
Week 6 | Discussing algorithms for adding and removing elements from various positions within linked structures
(beginning, middle, end).
Week 7 | Familiarizing oneself with different types of linked structures.
Week 8 | Understanding circular and double linked structures, along with their methods for adding and removing
elements.
Week 9 Conducting the first practical and theoretical exam.
earning about different types of graphs and methods for representing them in memory and on computers
Week 10 | | carning about diff f graphs and methods f ing them i d
Week 11 | Understanding the various types of edges: primary, simple, compound, and complex edges, as well as how to
identify them in any graph.
Week 12 Exploring trees, including how to add elements to them and search for specific elements within them.
Week 13 Learning about different traversal methods for trees.
Week 14 Understanding how to represent general trees and binary trees using dynamic programming.
Week 15 | conducting the second midterm exam.
Week 16 | £yajuating projects designed by each student.
Learning and Teaching Resources
w).ﬁ.“j ?L.ﬂ\ J.JL-.AA
Available in the
Text .
Library?
Required Texts
1. Problem Solving in Data Structures & Algorithms Using
Python, First Edition, By Hemant Jain, 2016
. Data Structures and Algorithms Using Python, Rance D.
2 d Algorith h
Recommended Necaise, Department of Computer Science, College of es
Texts William and Mary, 2011 y
. Main Principle of Python and Real Applications in world ;
3 le of Pyth d Real Appl Id
2023
Websites https://maxwellacademic.wixsite.com/website
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APPENDIX:

GRADING SCHEME

Group Grade paail) Marks (%) | Definition

A - Excellent Ll 90 - 100 Outstanding Performance

B - Very Good [AENRTEN 80 -89 Above average with some errors
Success Group -
(50 - 100) C —Goc_)d 2> 70-79 So_und WOI:k Wlth notable erro_rs

D - Satisfactory b sia 60 — 69 Fair but with major shortcomings

E - Sufficient J e 50-59 Work meets minimum criteria
Fail Group FX — Fail D& J s | (45-49) More work required but credit awarded
(0-49) F — Fail <l | (0-44) Considerable amount of work required
Note:

gol:dl Cazedlly Jladl @il 8139 ‘3 83950l Olawd ipade S8 (o dogudilg dasdg o Z39e4! I rdlas>dle
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Ministry of Higher Education and
Scientific Research - Iraq
University of Babylon
College of Science for Women
Computer Science

MODULE DESCRIPTOR FORM

Module Information
) 5l 3alal) il slaa

Module Title Human Computer Interaction Module Delivery
Module Type CORE
Theory
Module Code COM47033
Lecture
ECTS Credits 5 Seminar
SWL (hr/sem) 125
Module Level 4 Semester of Delivery 7
Administering Department Computer science | College | Sciw
Module Leader | Dr. Suhad Ahmed Ali e-mail wsci.suhad.ahmed@uobabylon.edu.iq
Module Leader’s Acad. Title Professor MOdl.ll.e Le_ader S Ph.D.
Qualification
Module Tutor None e-mail None
Peer Reviewer Name e-mail
Review Committee Approval 01/06/2023 Version Number
Relation With Other Modules
AV Dl 5ol 3 sall ae BNl
Prerequisite module None Semester
Co-requisites module None Semester
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Module Aims, Learning Outcomes and Indicative Contents

Ll Y iy sinall g abaall il g Al jall salall Calaal

Module Aims
Jaad ) saldl) Calaa

1. Acquire the knowledge and skills needed to create highly usable software
systems.

2. Understand the basics of human and computational abilities and limitations.

3. Understand basic theories, tools and techniques in HCI.

4. Understand the fundamental aspects of designing and evaluating interfaces.
Practice a variety of simple methods for evaluating the quality of a user
interface.

Module Learning
Outcomes

) ol 3alall alasl) il Hia

A student who has completed the course should have the following learning outcomes
defined in terms of knowledge, skills and general competence:
Knowledge
The student

o knows a definition of interaction design and human-computer interaction.
knows the concepts of usability, user experience and user-centered design.
knows the lifecycle model of interaction design.
has knowledge about different kinds of requirements.
knows the key concepts and terms used in evaluation.
has knowledge of different types of evaluation methods.

Skills
The student
o can outline and discuss usability goals and user experience goals for designing
an interactive product
o can identify suitable methods for evaluating interactive technologies
o can identify suitable methods for establishing requirements

Indicative Contents
Lals Y il ginall

Human perception and information processing, models of human-computer
interaction, interaction design basics, HCI in the software process, evaluation
techniques, usability, fundamentals of information visualization, space
perception and presenting data in space.

Learning and Teaching Strategies

sl 5 el ilnsi) i)

Strategies

In congruence with the teaching and learning strategy of the college, the

following tools are used:

e Lectures, class discussions, problem-solving sessions, and review of real-world
cases based on specific theoretical concepts.

e Surprise tests/Quizzes/Seminar/tutorial will be conducted having a share in
the overall internal evaluation
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Student Workload (SWL)
llall il yal) Jeal

Structured SWL (h/sem) 47 Stru(ftured SWL (h/w) 3
Guaill A Ul alsiiall ad sall Josll e pausd llall aliial) ol ) Jasl
Unstructured SWL (h/sem) 78 Unstg‘uctured SWL (h/w)
il J3A Cllall daiiall pue ol ) Jaall Lo sl Ul Jdatidl) e a5l Jaal
Total SWL (h/sem) 125
Jumaill JO& Ul K1)l ) Jasl)
Module Evaluation
Gl ) L) s
Time/Nu Weight (Marks) Week Due Relevant Learning
mber Outcome

Quizzes 2 10% (10) 5,10 LO#1,2,10and 11
Formative Assignments 2 10% (10) 2,12 LO#3,4,6and 7
assessment

Report 1 10% (10) 13 LO#5,8and 10
Summative | Midterm Exam 2 hr 10% (10) 7 LO # 1-7
assessment | Final Exam 2hr 50% (50) 16 All
Total assessment 100% (100 Marks)

Delivery Plan (Weekly Syllabus)
@B e pul) el

Material Covered

Week 1 | Introduction to HCI, History & Usages

Week 2 | Human Cognition: Human perception and information processing

Week 3 | Human Cognition: Human perception and information processing

Week 4 | Computer Input Output Channels

Week 5 | models of human-computer interaction

Week 6 | models of human-computer interaction

Week 7 | interaction design basics

Week 8 Mid Term Exam

Week 9 | HCI in the software process

Week 10 | evaluation techniques

Week 11 | Usability guidelines and principles
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Week 12 | fundamentals of information visualization
Week 13 | space perception and presenting data in space.
Week 14 | space perception and presenting data in space.
Week 15 | Final Exam
Learning and Teaching Resources
WJJSM} eL_“d\ JJL&.AA
Text Available in the
Library?
1. Human Computer Interaction, 3rd Edition, Alan Dix,
Janet Finlay, Gregory Abowd, Russell Beale Prentice
Required Texts Hall, 2004. ISBN 0-13-046109-1.
1 2. Human Computer Interaction Handbook:
Fundamentals, Evolving Technologies, Originally
published: January 1, 2012 Editor: Julie A. Jacko
Recommended J. Preece, Y. Rogers, H. Sharp, D. Benion. S.Holland,
T and T.Carey. Human Computer Interaction, Addison
exts
Wesley, 1994
https://www.interaction-design.org/literature /topics /human-computer-
Websites interaction#:~:text=Human%2Dcomputer%?20interaction%20(HCI)%20is%20a%?2
Omultidisciplinary%20field%200f.forms%200f%20information%?20technology%?20
design.
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https://www.interaction-design.org/literature/topics/human-computer-interaction#:~:text=Human%2Dcomputer%20interaction%20(HCI)%20is%20a%20multidisciplinary%20field%20of,forms%20of%20information%20technology%20design
https://www.interaction-design.org/literature/topics/human-computer-interaction#:~:text=Human%2Dcomputer%20interaction%20(HCI)%20is%20a%20multidisciplinary%20field%20of,forms%20of%20information%20technology%20design
https://www.interaction-design.org/literature/topics/human-computer-interaction#:~:text=Human%2Dcomputer%20interaction%20(HCI)%20is%20a%20multidisciplinary%20field%20of,forms%20of%20information%20technology%20design
https://www.interaction-design.org/literature/topics/human-computer-interaction#:~:text=Human%2Dcomputer%20interaction%20(HCI)%20is%20a%20multidisciplinary%20field%20of,forms%20of%20information%20technology%20design

APPENDIX:

GRADING SCHEME

Group Grade paail) Marks (%) | Definition

A - Excellent Ll 90 - 100 Outstanding Performance

B - Very Good [AENRTEN 80 -89 Above average with some errors
Success Group -
(50 - 100) C —Goc_)d 2> 70-79 So_und WOI:k Wlth notable erro_rs

D - Satisfactory b sia 60 — 69 Fair but with major shortcomings

E - Sufficient J e 50-59 Work meets minimum criteria
Fail Group FX - Fail D& J s | (45-49) More work required but credit awarded
(0-49) F — Fail <l | (0-44) Considerable amount of work required
Note:

gol:dl Cazedlly Jladl @il 8139 ‘3 83950l Olawd ipade S8 (o dogudilg dasdg o Z39e4! I rdlas>dle
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Ministry of Higher Education and
Scientific Research - Iraq
University of Babylon
College of Science for Women
Computer Science

MODULE DESCRIPTOR FORM

Module Information
) 5l 3alal) il slaa

Module Title Digital Image Processing Module Delivery
Module Type ELECTIVE
Theory
Module Code COM48039
Lecture
ECTS Credits 5 Seminar
SWL (hr/sem) 125
Module Level 4 Semester of Delivery 8
Administering Department Computer science | College | College of Science for Women
Module Leader | Dr. Suhad Ahmed Ali e-mail wsci.suhad.ahmed@uobabylon.edu.iq
Module Leader’s Acad. Title Professor MOdl.ll.e Le_ader S Ph.D.
Qualification
Module Tutor None e-mail None
Peer Reviewer Name e-mail
Review Committee Approval 01/06/2023 Version Number
Relation With Other Modules
AV Dl 5ol 3 sall ae BNl
Prerequisite module Linear algebra Semester 4
Co-requisites module None Semester
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Module Aims, Learning Outcomes and Indicative Contents
Ll Y iy sinall g alaall il g Al jall salall Calaal

1. The required objective from the student to pass course is to relies digital image
techniques and it’s important, as well as application fields.
2. The student should relies different types of processing on digital image

Module Aims 3. Development of student abilities to using available software in this field, in
Ll all 3oLl ol addition to the knowledge that acquire through processing of input image to
computer

4. Develop the student ability to write program that represent certain process on
image such as enhancement, Denoising.

On successful completion of the course, the student will:
e Be able to understand basic concepts image processing, image storage and
types of transformations that can be applied to images.
e Be able to compare the domains and methods of image processing.
e Be able to check the correctness of algorithms using inductive proofs and
loop invariants.
e Learn Image Restoration & Enhancement techniques, color image
processing.
Be able to make proper use of image processing tools.

Module Learning
Outcomes

ol pal) Balall aladl) s 3

digital image représentions
Image types
Image file formats
basic relationship between image pixels
Arithmetic & Logical operation
Region of interest application
Image histogram
Quantization: spatial and gray levels
Image enhancement

. Image sharpening

. Image segmentation

. Edge detection

. Image compression

Indicative Contents
alid ;Y iy giaall

NN WD

[ Ve
WN =R O

Learning and Teaching Strategies

sl 5 Al il i) yin

e Lectures will be conducted with the aid of multi-media projector, black board

e Attendance is compulsory in lecture and laboratory which carries 5

Strategies marks in overall evaluation.

e Surprise tests/Quizzes/Seminar/tutorial will be conducted having a
share of five marks in the overall internal evaluation
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Student Workload (SWL)
llall il yal) Jeal

Structured SWL (h/sem) 64 Stru(ftured SWL (h/w) 4
Guaill A Ul alsiiall ad sall Josll Lo pausd llall aliial) ad ) Janll
Unstructured SWL (h/sem) 61 Unstg‘uctured SWL (h/w)
il J3A Cllall el pue ol 5l Jaall Lo send Ul JJatidl) e a5l Jaal
Total SWL (h/sem) 125
Jumaill JM& Ul K1)l ) Jasl)
Module Evaluation
:\ﬂ.u:\ Jﬂ\ 3alall e:us.a
Time/Nu Weight (Marks) Week Due Relevant Learning
mber Outcome

Quizzes 2 10% (10) 5,10 LO#1,2,10and 11
Formative Assignments 2 10% (10) 2,12 LO#3,4,6and 7
assessment | Projects / Lab. 1 10% (10) Continuous

Report 1 10% (10) 13 LO #5,8and 10
Summative | Midterm Exam 2 hr 10% (10) 7 LO # 1-7
assessment | Final Exam 2hr 50% (50) 16 All
Total assessment 100% (100 Marks)

Delivery Plan (Weekly Syllabus)

il o gl gleal

Material Covered

Week 1 | Motivation and Perspective, Computer imaging, categories of computer imaging,
computer vision, image processing,

Week 2 | Components of Image Processing System, Human Visual System (HVS), A Simple Image
Model, Digitization, sampling, quantization

Week 3 | Digital Image Definition, Representing Digital Images, Image Types, binary image, gray
scale image, color image

Week 4 | Digital Image File Format, Image analysis, Preprocessing: Region -of-Interest Image
Geometry, Image Cropping, image zooming

Week 5 | The Convolution Process: image zooming by convolution, K-Times zooming

Week 6 | Image Shrinking:  Averaging, Median, Decimation, Image Algebra, Arithmetic
operations, Logic operations, Geometric Operations

Week7 | Mid-Term Exam

Week 8 Image quantization, Gray Level reduction (reduce pixel values themselves I(r, c), Image
quantization by logical operations

Week9 | |mage Histogram, Histogram Modifications, Histogram Stretch, Histogram shrink,
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Histogram Sliding.

Week 10 | Hjstogram Equalization, Histogram features
Week 11 | Edge Detection: Sobel Operator, Prewitt Operator, Kirch Compass Mask, Laplacian
Operators
Week 12 | \what is noise? Noise types, Spatial masks, Noise Removal using Spatial Filters
Week 13 | \ean filter, median filter, enhancement filters for noise removal
Week 14 | |mage Segmentation and most popular algorithm
Week 15 | |mage Segmentation and most popular algorithm
Week 16 | Final Exam
Delivery Plan (Weekly Lab. Syllabus)
iRl e gl el
Material Covered
Week 1 | Introduction to programming language (matlab)and learning matlab environment
Week 2 | Review programming tools in image processing
Week 3 | Writing program to loading, saving, and printing 256 gray scale image
Week 4 2D representation in matlab, Arrays, One-dimensional arrays (Vectors), Two
dimensional arrays (Matrices), Array indexing
Built-in MATLAB functions for arrays/matrices, Addition and subtraction,
Weelc 3 Multiplication, Division
Week 6 | image zooming
Week 7 | image shrinking
Week 8 | Mid-Term Exam
Week 9 | Image quantization
Week 10 | Image histogram
Week 11 | Image histogram operations
Week 12 | Image histogram features
Week 13 | Program to applied Histogram equalization
Week 14 | Program to applied low pass filter , mean , median
Program to edge detection using Prewitt, Kirch compassmask, Robinson Compass mask and
Week 15
Laplacian
Week 16 | Final exam
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Learning and Teaching Resources
u.u..g‘).ﬁj\} (J’_\S\ J.Jb.a.q

Text

Available in the
Library?

Required Texts

1.

. Digital Image Processing, Second Edition by Rafel C.

S. Umbaugh," Computer Vision and Image Processing a
practical approach using CVIP tools" , Prentice-Hall,
Inc., Upper Saddle River, New Jersey, 1998.

Gonzalez and Richard E. Woods, Pearson Education

Recommended
Texts

N

. Digital Image Processing by Bhabatosh Chanda and

. Fundamentals of Digital Image Processing by Anil K

Dwijesh Majumder, PHI.

Jain, PHI 3. Digital Image Processing Using Matlab,
Rafel C. Gonzalez and Richard E. Woods, Pearson
Educatio.

Websites

John C. Russ, F. Brent Neal-The Image Processing Handbook, Seventh Edition,

The Kindle edition (2016), CRC Press,Taylor & Francis Group.
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APPENDIX:

GRADING SCHEME

Group Grade paail) Marks (%) | Definition

A - Excellent Ll 90 -100 Outstanding Performance

B - Very Good [AENRTEN 80 -89 Above average with some errors
Success Group -
(50 - 100) C —Goc_)d 2> 70-79 So_und WOI:k Wlth notable erro_rs

D - Satisfactory b sia 60 — 69 Fair but with major shortcomings

E - Sufficient J e 50-59 Work meets minimum criteria
Fail Group FX - Fail D& J s | (45-49) More work required but credit awarded
(0-49) F — Fail <l | (0-44) Considerable amount of work required
Note:

gol:dl Cazedlly Jladl @il 8139 ‘3 8395l Olawd ipade 8 (o douddilg dasdg o Z39e4! I rdlas>dle

| Page6




,
1Y,
XY
N

>
—

}\)\c-'\-u!w{ ¢

Ministry of Higher Education and
Scientific Research - Iraq
University of Babylon
College of Science for Women
Computer Science

MODULE DESCRIPTOR FORM

Module Information
) 5l 3alal) il slaa

Module Title Computer Architecture Module Delivery
Module Type CORE
Theory
Module Code COM2404
Lecture
ECTS Credits 6 Seminar
SWL (hr/sem) 100
Module Level 2 Semester of Delivery 2
Administering Department Computer Science | College College of Science for Women
Module Leader | Salah Mahdi Saleh e-mail | wsci.salah.alobaidi@uobabylon.edu.iq
Module Leader’s Acad. Title Lecturer MOdl.ll.e Le'ader S PhD
Qualification
Module Tutor None e-mail None
Peer Reviewer Name e-mail
Review Committee Approval 20/01/2025 Version Number 1.0
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Relation With Other Modules
6 AY Al 5l 3) sall ae 28|

Prerequisite module

None Semester

Co-requisites module

None Semester

Module Aims, Learning Outcomes and Indicative Contents
AL5 Y1 il ginall g alil) il g A all salall Calaa

Module Aims
el all salal) Calaal

1.

2.

w

~No

10.

Identify some contributors to computer architecture and organization and
relate their achievements to the knowledge area.

Articulate differences between computer organization and computer
architecture.

Identify some of the components of a computer.

Explain the use of memory hierarchy to reduce the effective memory
latency.

Explain how interrupts are used to implement I/O control and data
transfers.

Be able to design an interface to memory

Understand how to interface and use peripheral chips

Discuss the generation of control signals using hardwired or
microprogrammed implementations.

Explain basic instruction level parallelism using pipelining and the major
hazards that may occur.

Discuss the concept of parallel processing beyond the classical von
Neumann model

Module Learning
Outcomes

ol Hal) Balall aladl) s 3

o~ w e

Learning the basic concepts of computer architecture.

Learn the details of computer architecture types.

Understanding the memory addressing modes.

The student will be able to learn how the address is calculated.

The student will be able to know the memory architecture types and the
difference among these types.

The student will be able to calculate the performance of processor.

Indicative Contents
Lals Y il sisall

6
1
2
3
4.
5.
6
7
8
9

Introduction to Computer Architecture

Basic Computer Organization

Data Representation

Instruction Set Architecture (ISA)

CPU Design and Operation

Memory Hierarchy

Input/Output Systems

Parallel Processing

Performance Measurement and Optimization

10. Emerging Trends in Computer Architecture
11. Case Studies
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Learning and Teaching Strategies

paladll 5 aladl) laasd] yind
1. Lectures
2. Discussion.
Strategies 3. Interaction between the lecturer and the students by questions.
4. Google classroom.
5. Reports, Onsite Assignments, Quizzes, and Online Assignments.
Student Workload (SWL)
le saul 10 o pauna calllall sl al) Jaal
Structured SWL (h/sem) 45 Structured SWL (h/w) 2
Juaadl) 38 allall aBaiiall ol yal) Jeal) L saasl llall i) asl )l Jasll
Unstructured SWL (h/sem) 5o Unstructured SWL (h/w)
il A Ul daiiall e asl ) Jaall L sansl lUall alaiidl) ye sl yall Jaal 1
Total SWL (h/sem) 100
Joaadl) & Callall IS sl ) Jaall
Module Evaluation
d) Hall salal) e.gs.a
Time/Nu Weight (Marks) Week Due Relevant Learning
mber Outcome
Quizzes 10 10%(10) 2to 11 10
Online
) . 3 10%(10) 7and 9 3
Formative | Assignment
assessment | Onsite
. 2 10%(10) 7and 8 2
assignment
Report 5 10%(10) 5t0 10 5
Midterm
i 2hr 10%(1 12 2hr
Summtive | Exam o
Final Exam 3hr 50% (50) 16 3hr
Total assessment 100% (100 Marks)

Delivery Plan (Weekly Syllabus)
@bl e ) zleial

Material Covered

Review of syllabus,

Week 1

Introduction to Computer Architecture. Computer Architecture and Computer Organization.
Week 2 | Instruction Set Architecture (CISC and RISC)
Week 3 | Classifying Instruction Set Architectures
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Week 4 | Memory Addressing: Interpreting Memory Addresses, Addressing Modes.

Week 5 | Type and Size of Operands

Week 6 | Design of CPU Control unit, Microprogrammed vs. Hardwired Control Unit

Week 7 | performance of processor

Week 8 | Instruction Pipelining. Arithmetic Pipelining (Integer and Floating point Multiplication).

Week 9 | Bus Interface, 1/0 channels, 1/0 processor

Wweek 10 | Cache Organization and Operation, Cache references (Direct, Set Associative and Full
Associative). Cache performance.

Week 11 | Multiprocessor Architecture, Interprocessor Communication Networks

Week 12 | Mid exam

Week 13 | Cache Coherence

Week 14 | Agssociative Memory, Content-Addressable Memories, Arithmetic in Memory

Week 15 | Synchronization

Week 16 | Final exam

Learning and Teaching Resources
u.ug)lﬁ\} (-Ja;m JJLAAA

Available in the

Text
ex Library?

[1] J. L. Hennessy and D. A. Patterson, Computer
Required Texts Architecture : A Quantitative approach, 6th edition, No
Morgan Kaufmann Publishers Inc., 2019.

[2] D. M. Harris and S. L. Harris, Digital Design and

Recommended Computer Architecture”, 2nd edition, Elsevier Inc, 2013. No
Texts . . .

[3] W. Stallings, Computer organization and architecture :

designing for performance, 10th edition, 2016.
Websites
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APPENDIX:

GRADING SCHEME

Group Grade paail) Marks (%) | Definition

A - Excellent Ll 90 - 100 Outstanding Performance

B - Very Good [AENRTEN 80 -89 Above average with some errors
Success Group -
(50 - 100) C —Goc_)d 2> 7079 So_und WOI:k Wlth notable erro_rs

D - Satisfactory b sia 60 — 69 Fair but with major shortcomings

E - Sufficient J e 50-59 Work meets minimum criteria
Fail Group FX - Fail Ol J s | (45-49) More work required but credit awarded
(0-49) F — Fail <l | (0-44) Considerable amount of work required
Note:

gol:dl Cazedlly Jladl @il 8139 ‘3 83950l Olawd ipade S8 (o dogudilg dasdg o Z39e4! I :ddas>dle
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Ministry of Higher Education and
Scientific Research - Iraq
University of Babylon
College of Science for Women
Computer Science

MODULE DESCRIPTOR FORM

Module Information
) 5l 3alal) il slaa

Module Title Programming Fundamentals Module Delivery
Module Type CORE
Theory
Module Code UOBAB0604011
Lecture
ECTS Credits 8 Seminar
SWL (hr/sem) 200
Module Level 1 Semester of Delivery 1
Administering Department | Computer Science College | College of Science for Women
Module Leader | Hadeel Qasem Gheni e-mail wsci.hadeel.gasem@uobabylon.edu.iq
Module Leader’s Acad. Lecturer Module Leader’s
Title Qualification
Module Tutor
Peer Reviewer Name Majid Jabbar Jawad e-mail
el oL Ee 2023-11-05 Version Number
Approval
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Relation With Other Modules
AN Al all ol gall ae A8

Prerequisite module

Semester

Co-requisites module

Semester

Module Aims, Learning Outcomes and Indicative Contents
A0l yY) il sinall g alacil) il g Al Hall salall Calaad

Module Aims After completion of this course, the students will be able to understand and
Lol yall salal) alaa) explain the principles of the computer programming.
_ Knowledge outcomes

Module Learning 1. The student can describe the algorithm.
Outcomes 2. The student can understand the nature of programming.

3. The student can describe programming languages
Al Dl saball alail) il j3a 4. The student can write a programming code.

1. Using smart screens in addition to regular blackboards.

2. Displaying the lecture on the university website as well as on the college and

Indicative Contents depart_ment We.bSIte'. .
okt N il 3. Focusing on discussion sessions between the lecturer and the students.
2oLl G siad) . . . )
4. Encouraging self-learning and helping students to draw conclusions.
5. Emphasis on competition among students.
Learning and Teaching Strategies
alail) 5 alaill Ciln gl s
1. Using smart screens in addition to regular blackboards.
2. Displaying the lecture on the university website as well as on the college and
department website.

Strategies 3. Focusing on discussion sessions between the lecturer and the students.

4. Encouraging self-learning and helping students to draw conclusions.

5. Emphasis on competition among students.

Student Workload (SWL)
clUall _ud el Jaall

Structured SWL (h/sem) 3 Structured SWL (h/w) 3
Jaadl) DA Qlall aliiial) sl all Jaal Lo sal calldall altiall sl 5l Jaall
Unstructured SWL (h/sem) Unstructured SWL (h/w)
daadll Joa lall aliiall pue ol ) Jasl) bie sl Cllal alatiall je ) jall Jaall
Total SWL (h/sem) 73
Jeaadl) & Cllall I sl ) Jaall
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Module Evaluation

Al ) 2Ll api
Time/Nu Weight (Marks) Week Due Relevant Learning
mber Outcome

Quizzes Continue 10 1 1
Formative Assignments Continue 10 1 2
assessment | Projects / Lab. | Continue 10 1 4

Report Continue 10 1 3
Summative | Midterm Exam
assessment | Final Exam
Total assessment 40

Delivery Plan (Weekly Syllabus)

@b e pul) el
Material Covered
Week1 | Apalysis the problem
Week2 | ynderstanding the algorithms and flowchart
Week3 | Introduction to C++
Week4 | [ntroduction to C++
Week 5 | ynderstanding the variables declaration
Week 6 Understanding the reading and writing statement
Week7 | ynderstanding the reading and writing statement
Week 8 | Understanding the single if statement
Week 9 | Understanding the single if statement
Week 10 | Test
Week 11 | Understanding the if /else statement
Week 12 | Understanding the if /else statement
Week 13 | Understanding the if /else statement
Week 14 | Understanding the if /else statement
Week 15 | Test
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Delivery Plan (Weekly Lab. Syllabus)
BUEGURICPING Y FAPEN]
Material Covered

Week1 | Understanding the operating system

Week 2 | Understanding the C++ editor

Week 3 | Understanding the C++ editor

Week 4 | Understanding the C++ editor

Week 5 | Understanding the variables declaration

Week 6 | Understanding the reading and writing statement

Week 7 | Understanding the reading and writing statement

Week 8 | Practical Examples about the single if statement

Week 9 | Practical Examples about the single if statement

Week 10 | Test

Week 11 | Practical Examples about if / else statement

Week 12 | Practical Examples about if / else statement

Week 13 | Practical Examples about if / else statement

Week 14 | Practical Examples about if / else statement

Week 15 | Test

Learning and Teaching Resources
Lﬁjﬂb ?h'd\ JJL.AA
Text Available in
ex the Library?
Required Texts C++: The Complete Reference Third Edition by Herbert Schildt
R ded C++ Primer (5th Edition) 5th Edition
ecommende by Stanley Lippman (Author), Josée Lajoie (Author), Barbara Moo
Texts
(Author)

Websites https://www.w3schools.com/cpp/
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APPENDIX:

GRADING SCHEME

Group Grade paail) Marks (%) | Definition

A - Excellent Ll 90 - 100 Outstanding Performance

B - Very Good [AENRTEN 80 -89 Above average with some errors
Success Group -
(50 - 100) C —Goc_)d 2> 7079 So_und WOI:k Wlth notable erro_rs

D - Satisfactory b sia 60 — 69 Fair but with major shortcomings

E - Sufficient J e 50-59 Work meets minimum criteria
Fail Group FX - Fail Ol J s | (45-49) More work required but credit awarded
(0-49) F — Fail <l | (0-44) Considerable amount of work required
Note:
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Module Information
) 5l 3alal) il slaa

Module Title Structured Programming Module Delivery
Module Type CORE
Theory
Module Code UOBAB0604021
Lecture
ECTS Credits 8 Seminar
SWL (hr/sem) 200
Module Level 1 Semester of Delivery 2
Administering Department | Computer Science College | College of Science for Women
Module Leader | Hadeel Qasem Gheni e-mail wsci.hadeel.gasem@uobabylon.edu.iq
Module Leader’s Acad. Assist. Prof Module Leader’s
Title ' ) Qualification
Module Tutor
Peer Reviewer Name Majid Jabbar Jawad e-mail
i oI LS 2024-03-13 Version Number

Approval
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Relation With Other Modules
6 AY Al 5l 3) sall ae 28|

Prerequisite module

Semester

Co-requisites module

Semester

Module Aims, Learning Outcomes and Indicative Contents

A0l yY) il sinall g alacil) il g Agul Hall salall Calaad

Module Aims
Jau) Al sald) Calaal

After completion of this course, students will be able to explain the basic
methods and conclusions of programming language through C++ programming
and they will learn other programming languages easily.

Module Learning
Outcomes

) all Balall alasl) il yia

Knowledge outcomes.

The student can write a computer program perfectly.

The student can choose the perfect choice depending on his knowledge.

The student can understand the logical relation between individual perfectly.
The student can operate with several items such array.

The student can build a small project.

The student can build user define function according to his requirements.

SouhkwdE

Indicative Contents

The student can choose the perfect choice depending on his knowledge.
1. The student can understand the logical relation between individual perfectly.

LY i gisall 2. The student can operate with several items such array.
3. The student can build a small project.
Learning and Teaching Strategies
paladll 5 aladl) laasd] yid

1. Using smart screens in addition to regular blackboards.

2. Displaying the lecture on the university website as well as on the college and
Strategies department website.

3. Focusing on discussion sessions between the lecturer and the students.

4. Encouraging self-learning and helping students to draw conclusions.

5. 5. Emphasis on competition among students.

Student Workload (SWL)
lUall ol Al Jaall

Structured SWL (h/sem) 3 Structured SWL (h/w) 3
daadl) DA llall aliiall sl all Jaall bie s Gl altiall o Hall Jaall
Unstructured SWL (h/sem) Unstructured SWL (h/w)
Jeaaill M8 Ul adaiiall e asl ) Jaall Lo saud Calllall JJsiid) pe ol Jaall
Total SWL (h/sem) g
Joaadl) 38 allall IS sl ) Jaall
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Module Evaluation

aé*»t)dﬂ Bdtai\eﬁgﬁ
Ti N Rel tL i
ime/Nu Weight (Marks) Week Due elevant Learning
mber Outcome
Quizzes Continue 10 1 1
Formative Assignments Continue 10 1 1
assessment | Projects / Lab. | Continue 10 1 1
Report Continue 10 1 1
Summative | Midterm Exam 1
assessment | Final Exam 1
Total assessment 40
Delivery Plan (Weekly Syllabus)
Lg).LuS\ ‘;r_),u.uY\ GL@_\A\
Material Covered

Week1 | ynderstanding the While loop statement

Week2 | ynderstanding the Do - While loop statement

Week3 | ynderstanding the For-loop statement

Week4 | ynderstanding the Nested For loop statement

Week S | ynderstanding the One-dimension array

Week6 | ynderstanding the One-dimension array

Week7 | ynderstanding the Two dimension array

Week 8 | Understanding the Two dimension array

Week 9 | Understanding the Two dimension array

Week 10 | Understanding the Two dimension array

Week 11 | ynderstanding the Function in C++

Week 12 | Understanding the Function in C++

Week 13 | Understanding the Function in C++

Week 14 | Understanding the Function in C++

Week 15 | Understanding the Function in C++

| Page3




Delivery Plan (Weekly Lab. Syllabus)
BUEGURICPING Y FAPEN]
Material Covered

Week 1 | Practical Examples about While loop statement

Week 2 | Practical Examples about Do - While loop statement

Week 3 | Practical Examples about For loop statement

Week 4 | Practical Examples about Nested For loop statement

Week 5 | Practical Examples about One dimension array

Week 6 | Practical Examples about One dimensional array

Week 7 | Practical Examples about Two-dimensional array

Week 8 | Practical Examples about Two-dimensional array

Week 9 | Practical Examples about Two-dimensional array

Week 10 | Practical Examples about Two-dimensional array

Week 11 | Practical Examples about Function in C++

Week 12 | Practical Examples about Function in C++

Week 13 | Practical Examples about Function in C++

Week 14 | Practical Examples about Function in C++

Week 15 | Practical Examples about Function in C++

Learning and Teaching Resources
ol g aladll jalias
Text Available in
the Library?
Required Texts C++: The Complete Reference Third Edition by Herbert Schildt
,l;gf(:;nmended Programming in CPP
Websites https: //www.w3schools.com/cpp/
APPENDIX:
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GRADING SCHEME

Group Grade paail) Marks (%) | Definition

A - Excellent Ll 90 - 100 Outstanding Performance

B - Very Good [AENRYEN 80 -89 Above average with some errors
Success Group -
(50 - 100) C —Goc_)d 2> 7079 So_und WOI:k Wlth notable erro_rs

D - Satisfactory b sia 60 — 69 Fair but with major shortcomings

E - Sufficient J e 50-59 Work meets minimum criteria
Fail Group FX - Fail D& J s | (45-49) More work required but credit awarded
(0-49) F — Fail <l | (0-44) Considerable amount of work required
Note:

gol:dl Cazedlly Jladl @il 839 ‘3 8395l Olawd ipade S8 (o douddilg dasdg o Z39e4! I rdlas>dle
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MODULE DESCRIPTOR FORM

Module Information
) 5l 3alal) il slaa

Module Title Embedded Systems Module Delivery
Module Type SUPLEMENT
Theory
Module Code UOBAB0604065
Lecture
ECTS Credits 5 Seminar
SWL (hr/sem) 125
Module Level 3 Semester of Delivery 6
Administering Department Computer science | College | College of Science for Women
Module Leader | Dr. Wed K.AL-Sherefy e-mail wsci.wed.kadhum@uobabylon.edu.iq
Module Leader’s Acad. Title Lecturer MOdl.ll.e Le_ader S Ph.D.
Qualification
Module Tutor e-mail None
Peer Reviewer Name e-mail
Review Committee Approval 01/06/2024 Version Number
Relation With Other Modules
AV Dl 5ol 3 sall ae BNl
Prerequisite module None Semester
Co-requisites module None Semester
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Module Aims, Learning Outcomes and Indicative Contents
Ll Y iy sinall g aleall il g Al jall salall Calaal

This Embedded Systems course equips students with cutting-edge knowledge
Module Aims and practical skills to design, program, and optimize embedded systems for
diverse applications. Combining theoretical foundations with hands-on
implementation, the curriculum focuses on modern methodologies for creating
efficient, reliable, and scalable embedded solutions—from hardware-software
co-design to full System-on-Chip (SoC) development.

Jau) Al sald) Calaal

1. Comprehensive Knowledge of Embedded Systems Fundamentals:
Demonstrate a deep grasp of the scientific principles, theoretical frameworks,
and technological foundations driving the field of Embedded Systems.

2. Expertise in  Modern Architectures: Analyze state-of-the-art
hardware/software architectures, their design trade-offs, and domain-specific
implementations across automotive, 10T, industrial, and consumer
electronics ecosystems.

3. Proficiency in Design Methodologies: Master established and emerging
design methodologies for Embedded Systems, including model-based,

Module Learning component-driven, and platform-centric approaches.

Outcomes 4. System-Level Design Techniques: Apply system-level to implementation-
phase design models, languages (e.g., UML, SysML), and tools (e.g.,

Laasl ) Balall alal) il H3e MATLAB/Simulink) to optimize functionality, performance, and resource

constraints.

5. Dependability-Centric Engineering: Evaluate critical dependability
requirements (safety, security, reliability) and integrate fault tolerance,
verification, and validation strategies into all design phases.

6. Practical Embedded Software Development: Develop embedded software
solutions using industry-standard tools (e.g., C/C++, RTOS, ARM Cortex-
M), emphasizing hardware-software co-design, real-time constraints, and
low-level optimization.

Indicative Contents

Lala Y il siadl
Learning and Teaching Strategies
paladll 5 aladl) laasd) yid
Strategies Quizzes, practical test, writing essay, implement small projects, Read research
papers and books

Student Workload (SWL)
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I ol Jaal

Structured SWL (h/sem) 62 Stru(ftured SWL (h/w) 4
Guaill A Ul adsiiall ad jall Josll Lo saud CalUall lsinall il 53l Jaal
Unstructured SWL (h/sem) 63 Unstg‘uctured SWL (h/w) 4
il J3A Cllall il pue ol 5l Jaall Lo sl Ul Jdatidl) e a5l Jaal
Total SWL (h/sem) 125
Jumaill JM& Ul K1)l ) Jasl)
Module Evaluation
A ) Balall s
Time/Nu Weight (Marks) Week Due Relevant Learning
mber Outcome

Quizzes 2 10% (10) 5,10 LO#1,2,10and 11
Formative Assignments 2 10% (10) 2,12 LO#3,4,6and 7
assessment | Projects / Lab. 1 10% (10) Continuous

Report 1 10% (10) 13 LO #5,8and 10
Summative | Midterm Exam 2 hr 10% (10) 7 LO # 1-7
assessment | Final Exam 2hr 50% (50) 16 All
Total assessment 100% (100 Marks)

Delivery Plan (Weekly Syllabus)
Lg).LuS\ = s GL@_'\A\

Material Covered

Week1 | Ap Introduction to Embedded Systems

Week2 | Microcontroller Architecture and Programming

Week3 | Embedded Processor Architectures and Design

Week4 | EMBEDDED SYSTEM & GENERAL-PURPOSE COMPUTER

WeekS | The Memories In Embedded System

Week 6 | SENSORS AND ACTUATORS

Week7 | Midterm Exam

Week8 | Device Drivers and Interrupts Interfacing

Week9 | External Devices Embedded System Design

Week 10 | Development System-on-Chip (SoC) Design

Week 11 | FpGA-Based System Design

Week 12 | |nternet of Things

Week 13 | Embedded Systems for Automotive Applications

Week 14 | Embedded Systems in Biomedical Applications
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Week 15 | Embedded Systems in Robotics

Week 16 | Final Exam

Delivery Plan (Weekly Lab. Syllabus)

Material Covered

Week1 | Introduction to Embedded C Programming

Week 2 | Introduction to Arduino Platform Programming

Week 3 Arduino -

Program Structure and Data Type

Week 4 | Arduino -

LED Projects

Week 5 | Arduino - Ultrasonic Range Finder

Week 6 Arduino -

Digital Thermometer

Week 7 Exam

Week 8 Arduino -

Robot1l

Week 9 Arduino -

Robot1l

Week 10 | Arduino - Voice-Controlled LED

Week 11 | Arduino -

People Counter

Week 12 | Arduino -

Building an RFID Tag Reader1

Week 13 | Arduino -

Building an RFID Tag Reader2

Week 14 | ESP32 Publish Sensor Readings to ThingSpeak

Week 15 | Exam

Learning and Teaching Resources
w).ﬁ.“j ?L.ﬂ\ J.JL-.AA

Text Available in the
Library?

Peter Marwedel" Embedded System Design Embedded

Required Texts Systems Foundations of Cyber-Physical Systems, and the Soft copy
Internet of Things ", Fourth Edition, 2021.

Recommended Peckol, J. (2019). Embedded Systems (2nd ed.). Wiley. Retrieved

Text from https://www.perlego.com/book/991979/embedded-systems- Soft copy

exts a-contemporary-design-tool-pdf (Original work published 2019).
Websites
APPENDIX:
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GRADING SCHEME

Group Grade sl | Marks (%) | Definition

A - Excellent Olial 90 — 100 Outstanding Performance

B - Very Good [SENKYEN 80 -89 Above average with some errors
(SSUOC?efOSOC; roup C -Good RTEN 70-79 Sound work with notable errors

D - Satisfactory Jas gia 60 — 69 Fair but with major shortcomings

E - Sufficient J e 50 -59 Work meets minimum criteria
Fail Group FX — Fail D& Jsia | (45-49) More work required but credit awarded
(0-49) F — Fail wl ) | (0-44) Considerable amount of work required
Note:

ol Sy Jladl @daidl 8yl39 (§ Bagand! Olawd duyake J8 (o dogdiilg dapg @5 3 gaid! I 1dlas>de

| Page5




>

1Y,

o ..-v"’.
N

>
—

(\)\c-'\-u!w[ ¢

Ministry of Higher Education and
Scientific Research - Iraq
University of Babylon
College of Science for Women
Computer Science

MODULE DESCRIPTOR FORM

Module Information

Al ) Balall e slaa

Module Title Software Engineering Module Delivery
Module Type SUPLEMENT
Theory
Module Code UOBAB0604056
Lecture
ECTS Credits 5 Seminar
SWL (hr/sem) 125
Module Level 3 Semester of Delivery 1
Administering Department Computer College | Sciw
Module Leader | Dr.Wed.K Alsherefy e-mail | wsci.wed.kadhum@uobabylon.edu.iq
Module Leader’s Acad. Title Lecturer MOdl.ll.e Le:ader S Ph.D.
Qualification
Module Tutor None e-mail None
Peer Reviewer Name e-mail
Review Committee Approval 01/06/2024 Version Number
Relation With Other Modules
AV Dl 5ol 3 sall ae BNl
Prerequisite module Fundamental of Programming Semester 1
Co-requisites module Object Oriented Semester 3
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Module Aims, Learning Outcomes and Indicative Contents

A5 )Y Ol gimall 5 aladll =il 5 dpad ) 3okl Cilaal

Module Aims
Jaad Al saldl) Calaal

1.

Analyze the Software Development Lifecycle (SDLC): Identify and
critically evaluate core phases of the SDLC (e.g., requirements analysis,
design, implementation, testing, maintenance) and their role in
delivering robust software solutions.

Master Software Engineering Fundamentals: Define and apply key
terminology, principles, and paradigms (e.g., abstraction, modularity,
version control) central to software engineering practice.

Evaluate Interdisciplinary Connections: Compare and contrast
software engineering with related disciplines (e.g., Systems Engineering,
Electrical/Computer Engineering) to understand collaborative
workflows in complex technical projects.

Develop Software with Industry Tools: Modify or build functional
software using modern tools/environments (e.g., Git, VS Code,
Python/Java IDEs) to demonstrate proficiency in coding, collaboration,
and version control.

Diagnose and Debug Software Systems: Troubleshoot defects in
existing codebases using systematic debugging techniques (e.g,
breakpoints, logging) and tools (e.g., debuggers, linters) to ensure
functional correctness.

Module Learning
Outcomes

ol Hal) Balall aladl) s 3

Upon completing this course, students will be able to:

1.

Master Foundational Concepts: Demonstrate knowledge of core software
development principles, computing fundamentals, and key phases of the
Software Development Lifecycle (SDLC), including requirements analysis,
design, implementation, and testing methodologies.

Evaluate Interdisciplinary Synergies: Analyze the interplay between
software engineering and related disciplines (e.g., Systems Engineering,
Electrical/Computer Engineering, Industrial Engineering, Computer
Science) to solve complex, cross-functional challenges.

Develop and Validate Software Solutions: Modify, extend, and test basic
software programs using VB.NET, ensuring functional correctness through
systematic debugging and validation frameworks (e.g., unit testing,
regression testing).

Assess Software Performance: Critically evaluate the functionality,
efficiency, and scalability of software applications using metrics, profiling
tools, and optimization techniques.

Critique Domain-Specific Applications: Compare software solutions
across diverse fields (public health, environmental sustainability, global
economics) to assess how they address technical, ethical, and societal needs.
Communicate Technical Concepts: Articulate software engineering
principles, design decisions, and project outcomes effectively through
structured written reports and oral presentations tailored to technical and non-
technical audiences.

Indicative Contents
Lals Y @l giaall

Plans for Algorithms, Code Verification, Code Validation, Code Testing, Cycle
Development Feedback
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Learning and Teaching Strategies

sl g aleil) il i

Strategies \ Quizzes, Practical test, Writing Reports, Assignment Implementation
Student Workload (SWL)
Gllall Al Jasld)
Structured SWL (h/sem) 64 Structured SWL (h/w) 4
Geaill A& Callall alsiiall a5l Jeal e saud calUall alsinall ud 5l Jaal
Unstructured SWL (h/sem) 61 Unstructured SWL (h/w)
Jeail) J& llall i)y asdpal Jaal Lo pausd Ul aliiall e sl 5l Jaall 4
Total SWL (h/sem) 125
el A Ll ISl al) Jes)
Module Evaluation
Al ) Balall s
Ti N Rel tL i
ime/Nu Weight (Marks) Week Due elevant Learning
mber Outcome
Quizzes 2 10% (10) 5,10 LO#1,2,10and 11
Formative Assignments 2 10% (10) 2,12 LO#3,4,6and 7
assessment | Projects / Lab. 1 10% (10) Continuous
Report 1 10% (10) 13 LO #5,8and 10
Summative | Midterm Exam 2 hr 10% (10) 7 LO#1-7
assessment | Final Exam 2hr 50% (50) 16 All
Total assessment 100% (100 Marks)

Delivery Plan (Weekly Syllabus)

@Bl e pul) el

Material Covered

Week 1 | What is a software? Software product’s types,The issues that affect in different software
types, Software failure’s types, and Software crises.

Week 2 | What is software engineering? The importance of software engineering, The key
challenges facing software engineering, Quality of professional software.

Week 3 | The types of software systems? The fundamentals that can beapplied to software, The
software engineer ethics.

Week 4 | Introduction to software process, Waterfall model, Incremental development model,
Reuse-oriented software engineering.

Week5 | Software specification, Software design and implementation.

Week 6 | Software validation and verification, Software evolution .

Week7 | Test

| Page3




Week8 | Change avoidance, Change tolerance
Week9 | Prototype model, Incremental model, Spiral model
Week 10 | The principles of agile methods, Plan-driven and agile development
Week 11 Functional engineering requirements, Non-functional engineering requirements,

Software requirements document? Users requirements document
Week 12 | Ways of writing a system requirements specification, The development testing types
Week 13 | The user testing types
Week 14 | The system integration types
Week 15 | The software quality types? Introduction to Software standards, Types Software metrics
Week 16 | Final Exam

Delivery Plan (Weekly Lab. Syllabus)
iRl e gl el

Material Covered
Week 1 | Introduction to the VB.Net environment, Program Structure

Data Types, Variables, and Constant
Week 2 | MessageBox and InputBox Functions, If Statement
Week 3 | Select Case Statement, Go To Statement
Week 4 | For Next, While Loops
Week 5 | Label Tool andDate and Times
Week 6 | RadioButton, CheckBox, ListBox and ComboBox Tools
Week 7 | Test
Week 8 | Strings and Arrays
Week 9 | Functions and Subs
Week 10 | One Way Traffic Light Project
Week 11 | Calculator Project- Partl
Week 12 | Calculator Project- Part2
Week 13 | A Ring of Three Asynchronous Inverting Gates Project
Week 14 | Daily reminder Poject-Partl
Week 15 | Daily reminder Poject-Part2
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Learning and Teaching Resources
u.u..g‘)ﬂ\} e&’_ﬂ\ JJLAA

Text Available in the
Library?
Roger S. Pressman & Bruce R. Maxim,
Required Texts "Software Engineering: A Practitioner’s Approach”, 9 No
Edition, 2023.
Recommended Robert C. Martin (Uncle Bob)"Clean Code: A Handbook No
Texts of Agile Software Craftsmanship”, 2 Edition, 2022.
Websites http://www.pearsonhighered.com/sommerville/
APPENDIX:
GRADING SCHEME
Group Grade padil) Marks (%) | Definition
A - Excellent Dkl 90 -100 Outstanding Performance
B - Very Good [SENRTEN 80-89 Above average with some errors
(S5UOC‘_:engOC); roup C —Good 2> 7079 Sound work with notable errors
D - Satisfactory Lo gia 60 — 69 Fair but with major shortcomings
E - Sufficient J sa 50 - 59 Work meets minimum criteria
Fail Group FX - Fail D& Jsia | (45-49) More work required but credit awarded
(0-49) F — Fail wl ) | (0-44) Considerable amount of work required
Note:

goh.ll Cazedlly Jladl @il 839 ‘3 83950l Olawd Dpade S8 (po dogudilg dasdg o Z39e4! I rdlas>dle
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Relation With Other Modules
6 AY Agual 5l 3 sall ae 28|

Prerequisite module

None Semester

Co-requisites module

None Semester

Module Aims, Learning Outcomes and Indicative Contents

4L YY) il sinall g alail) il g Al jall salall Calaa]

Module Aims
Jou) Al ol Calaaf

lase ) 5 a5V Aadll Jlaa b adlall alal) (Y] ey

o Y A el ) e athll

Jlaal 138 b Jealall | slaill Joal il 48 ga e dtlal) ailas

o ISV ARl 8 Caatl) A s Bl ) aalial) i 52

sladil 5 ol ) ey 3KV ARDL Aleadl ol dlad) gooliall o DUl iy o
L s 5 Jaadl

o S A3 31 () 88 e

sl gal slaall g A<l Gl lgw _)gjlaﬁ

Module Learning
Outcomes

Joul Hall Balall aladl) s 3

A5l Al ac ) ¢8 48 yra (pe alldall (Sl

i (5 S g il s il el a5 e Al

e i)y Gaagll 1) e sll Z8Madl il Aa A ale 3 gay Aalal) Sl Jay
o

sl L dme cilallacas sladiol o

Indicative Contents

iy uﬁ u._aﬂlal\ 3\5)\.&.«

%du)“}]\ QQ}M‘ &‘}LAJASL? dalatia Q\J)é.o dP J\P} L8l o
Learning and Teaching Strategies
(-;:\Saﬂ\ 3 r,Sa_“d\ Cilaas) yi
Llhuasill ABNYL acde G palaall cldll 44 1l o
1aall daad @
Strategies
Student center e
(team project) 4l auladl o
Student Workload (SWL)
llall sl jall Jaall
Structured SWL (h/sem) 100 Structured SWL (h/w) 2
daadll DA llall aliiiall ol all Jaall Lo sanl Ul alaiiall sl Hall sl
Unstructured SWL (h/sem) Unstructured SWL (h/w)
daail) A lall alinddl jee o Hal) Jasll e sand Calldall alaiiall yue o Hall Jasl)
Total SWL (h/sem) 100
Jumill A Ul KN ol 5l Jeal
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Module Evaluation
Gy} el s

Ti N Rel tL i
ime/Nu Weight (Marks) Week Due clevant Learning
mber Outcome

Quizzes 2 20
Formative | Assignments 2 10
assessment | Projects / Lab.
Report
Summative | Midterm Exam 2 hr 20
assessment | Final Exam 2 hr 50
Total assessment 100 Marks
Delivery Plan (Weekly Syllabus)
s ) = s GL@.AA\
Material Covered
Week 1 | -It’s a wonderful world
-tenses
Week 2 | Auxiliary verbs
Pronouns and Contractions
Week 3 | -What's in a word
-Social expressions
Week4 | How to ask
Week 5 | Present Simple and continuous
Week 6 | Word formation
Words that go together
Week 7 Adverbs and Adjectives
short answers
Week 8 | Parts of speech
Week 9 | passive
Week 10 | Sportand leisure
Numbers and dates
Week 11 | Article,
preposition
Week 12 | Questions and negatives
Week 13 | Telling tales
Giving opinion
Week 14 | Pasttense
Simple and continuous
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Week 15 | preposition
Delivery Plan (Weekly Lab. Syllabus)
Jﬂsaﬂ‘§QJ+JY\Gh§LN
Material Covered

Week 1

Week 2

Week 3

Week 4

Week 5

Week 6

Week 7

Week 8

Week 9
Week 10
Week 11
Week 12
Week 13
Week 14
Week 15

Learning and Teaching Resources
Al g aladl) jalias
s e
Soars J., Soars L.(2009).New Headway. Intermediate. Student's Book's.
Fourth Edition. Oxford university Press.

Required Texts 22?51: e/. {: anc/sf
Scrivener, Jim. (2010). Teaching English Grammar: what to teach and ;X}‘;éié%lj
how to teach it. London: Macmillan Education WPC_YBfvtK

qUTOYOpU1
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Recommended
Texts
Websites
APPENDIX:
GRADING SCHEME
Gila Hall ki
Group Grade 3l | Marks (%) | Definition
A - Excellent bl 90 - 100 Outstanding Performance
B - Very Good RENREEN 80 -89 Above average with some errors
(SSUOC(_:elsSOC);roup C -Good RTEN 70-79 Sound work with notable errors
D - Satisfactory das gia 60 — 69 Fair but with major shortcomings
E - Sufficient J e 50 - 59 Work meets minimum criteria
Fail Group FX — Fail D& J s | (45-49) More work required but credit awarded
(0-49) F — Fail «uly | (0-44) Considerable amount of work required
Note:
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Relation With Other Modules
6 AY Agual 5l 3 sall ae 28|

Prerequisite module None Semester

Co-requisites module None Semester

Module Aims, Learning Outcomes and Indicative Contents
4L YY) il sinall g alail) il g Al jall salall Calaa]

el g 5 g 5ISEY) ARl Jlae 3 aalall ol L) (L
A 3V Aall 8 Aaal) el e dlhll (o,
Jlaall 138 & Jealall [ ghaill sl il 480 50 e ddlall olas
251 AR Canill i s Y apaliall A o
AN UL Al el Al ol e ol Cay e
e 5 Jaall ol 5 il jlual)

Module Aims
Jou) Al ol Calaad

Ao ISV ARl 2o ) 8 A e e U S
frna JS S agd il s gill aal) 13501 e Gkl s o

Module Learning

Out
Hreomes L5 Cangdl U U e sl A8ad) 13 da A Fsale 3l ga palall 0Ll by, @
Al ol el s jie peodl O
Indicative Contents iyl 8 GOl AS HLia
aidm)‘?” C—’M.JM‘ t}mﬂ\_} dalatis C'_I\.J)é.e d}; J\P} 4580
Learning and Teaching Strategies
palail) 5 alatl) lias) i)
Gl pualaall olall 45,k o
1aall daad @
Strategies
Student center e
(team project) 4l puladl o
Student Workload (SWL)
llall sl jall Jaall
Structured SWL (h/sem) 100 Structured SWL (h/w) 9
daadll DA llall aliiiall ol all Jaall Lo sansl Ul alaiiall sl Hall sl
Unstructured SWL (h/sem) Unstructured SWL (h/w)
daail) A lall alinddl e o Hall Jaall e sand Calldall alaiiall yue o Hall Jasl)
Total SWL (h/sem) 100
Juaill 33 Ll KNl 5l Jeal

Module Evaluation
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Xﬁu\)dﬂ 3alall ?*#5

i Rel tL i
Time/Nu Weight (Marks) Week Due ¢levant Learning
mber Outcome
Quizzes 2 20
Formative | Assignments 2 10
assessment | Projects / Lab.
Report
Summative | Midterm Exam 2 hr 20
assessment | Final Exam 2 hr 50
Total assessment 100 Marks
Delivery Plan (Weekly Syllabus)
ngiiﬂ\gscjﬁwﬁﬂ GL&LJ\
Material Covered
week 1 | No place like home
The tense system
Week 2 | Pronouns and Contractions
Week3 | Compound words
Week4 | How to ask
Been there, done that
Week 5 | present perfect
Simple and continuous
Week 6 | Hot verbs - make, do
Week 7 Adverbs and Adjectives
short answers
Week 8 | Pasttense
Simple and continuous
Week 9 | Parts of speech
Week 10 | Phrasal verbs
Week 11 | Pastperfect
Simple and continuous
What a story
Week 12 | Article,
preposition
Week 13 | Quantifiers / Quantity words and expressions
Week 14 | Questions and negatives
Week 15 | Prefixes and antonyms
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Delivery Plan (Weekly Lab. Syllabus)
DAl e gu) el
Material Covered
Week 1
Week 2
Week 3
Week 4
Week 5
Week 6
Week 7
Week 8
Week 9
Week 10
Week 11
Week 12
Week 13
Week 14
Week 15
Learning and Teaching Resources
w‘)dﬂ\‘g (‘Ja_'m J.JL.\AA
aadl Available in
the Library?
Soars J., Soars L.(2014).New Headway. Upper-Intermediate. Student's
Book's. Fourth Edition. Oxford university Press.
https://docs.
Required Texts google.com/f
orms/d/e/1
Scrivener, Jim. (2010). Teaching English Grammar: what to teach and FAIpQLSdOj
how to teach it. London: Macmillan Education WPC_YBfvtK
qUTOYOpU1
AfGPBgmas9
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wform
Recommended
Texts
Websites
APPENDIX:
GRADING SCHEME
Group Grade 3l | Marks (%) | Definition
A - Excellent bl 90 - 100 Outstanding Performance
B - Very Good las as 80 -89 Above average with some errors
(SSUOC(_:elng?roup C -Good RYEN 70-79 Sound work with notable errors
D - Satisfactory das gia 60 — 69 Fair but with major shortcomings
E - Sufficient J e 50 - 59 Work meets minimum criteria
Fail Group FX — Fail Ol J s | (45-49) More work required but credit awarded
(0-49) F — Fail ) (0-44) Considerable amount of work required
Note:
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Ministry of Higher Education and
Scientific Research - Iraq
University of Babylon
College of Science for Women
Computer Science

MODULE DESCRIPTOR FORM

Module Information
) 5l 3alal) il slaa

Module Title Computation theory Module Delivery
Module Type Core
Theory
Module Code COM24113
Lecture
ECTS Credits 5 Seminar
SWL (hr/sem) 125
Module Level 2 Semester of Delivery 4
Administering Department Computer science | College | Sciw
Module Leader | Elaf Ali Abbood e-mail wsci.elaf.ali@uobabylon.edu.iq

Module Leader’s

Module Leader’s Acad. Title Lecturer Qualification Ph. D.
Module Tutor None e-mail None
Peer Reviewer Name e-mail
Review Committee Approval 01/06/2023 Version Number
Relation With Other Modules
AN Al all ol gall ae A8
Prerequisite module None Semester
Co-requisites module None Semester
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Module Aims, Learning Outcomes and Indicative Contents

L5 YY) Ol sinall 5 aleil) il 5 4l jall Balall Calaa]

Module Aims
Jau) Al sald) Calaal

On completion of this course, students will be able to explain the basic
methods and conclusions of the Theory of Computation. They will be
able to apply these methods to problems from different fields and be
guided by the results in searching for computational solutions to the
problems.

Also, this course is offered to undergraduates and introduces basic
mathematical models of computation and the finite representation of
infinite objects. Topics covered include: finite automata and regular
languages, context-free languages, Grammar types, Ambiguous
Grammar, Nondeterministic and Deterministic FSA, and Pushdown
Automata.

Module Learning

Outcomes
Aol pal) Balall aladl) Sl 3

e To understand the formal languages and grammars: regular
grammar and regular languages, context-free languages and
context-free grammar; and introduction to context-sensitive
language and context-free grammar, and unrestricted grammar and
languages.

e To understand the relation between these formal languages,
grammars, and machines.

e To understand the complexity or difficulty level of problems when
solved using these machines.

e able to design Finite Automata machines for given problems;

e able to analyze a given Finite Automata machine and find out its
Language;

e able to design Pushdown Automata machine for given CF
language(s);

e able to generate the strings/sentences of a given context-free
languages using its grammar;

e able to design Turing machines for given any computational
problem.

Indicative Contents

Al )Y Gl siaall
Learning and Teaching Strategies
paladl) g aladl) liad] yicd
Questioning: searching for new information by forming and raising questions.
Strategies Conclusion: Think beyond the available information to fill in the gaps.

Comparison: Noting the similarities and differences between two or more things.
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Classification: putting things into groups according to common characteristics

Student Workload (SWL)
Caltall a5l Jaal

Structured SWL (h/sem) 47 Stru€tured SWL (h/w) 2
Jeaaill JO& Callall datiall sl 5al) Jasl) Lae saud allall alsiial) ) 5al) Jasll
Unstructured SWL (h/sem) 78 Unstf'uctured SWL (h/w) 5
Jeaill J3A QU diiall pue a5l Jaal) L sand Clllall JJstid) e ol Jaal
Total SWL (h/sem) 125
Jeal) J& Qllall JSH a5l Jaal
Module Evaluation
Al ) Balall s
Time/Nu Weight (Marks) Week Due Relevant Learning
mber Outcome

Quizzes 2 10% (10) 5,10 LO#1,2,10and 11
Formative Assignments 2 10% (10) 2,12 LO#3,4,6and 7
assessment | Projects / Lab. 1 10% (10) Continuous

Report 1 10% (10) 13 LO #5,8and 10
Summative | Midterm Exam 2 hr 10% (10) 7 LO#1-7
assessment | Final Exam 2hr 50% (50) 16 All
Total assessment 100% (100 Marks)

Delivery Plan (Weekly Syllabus)
@Bl e ) Zleial

Material Covered

Week 1 | Alphabet, String, Formal Language, and Basic Concepts

Week2 | The Grammars: Left Linear Grammar and right Linear Grammar

Week 3 Derivation and Parse Tree

Week4 | Grammar types: Unrestricted, context-sensitive, context-free, regular grammar

Week5 | Ambiguous Grammar

Week6 | Chomosky Normal Form and Greibach Normal Form

Week 7 | Regular Expression and Properties of Regular Sets

Week 8 | Fipite State Automata

Week 9 | Nondeterministic FSA and Deterministic FSA
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Week 10 | Convert NFA into DFA
Week 11 | Pushdown Automata
Week 12 | Language of Pushdown Automata and examples
Week 13 | Turing machine
Week 14 | Examples for transitions of Turing machine
Week 15 | Mid Exam
Week 16 | Final exam
Learning and Teaching Resources
o )J.ﬂ\ 9 ela_'m JJLA.A
Text Available in the
Library?
Required Texts Daniel I. A. Cohen, , Introduction to Computer
q Theory,2nd, Wiley, 1996, ISBN-10: 0471137723
1. Sipser, Michael, Introduction to the Theory of
Computation, 3rd ed. Cengage Learning,, 2013
2. Martin, John, Introduction to Languages and the Theory
Recommended of Computation, New York, NY: McGraw Hill, 2002,
Texts ISBN: 0072322004.
3. Kozen, Dexter, Automata Theory , New York, NY:
Springer-Verlag, 2016, ISBN: 0387949070.
Websites
APPENDIX:
GRADING SCHEME
Group Grade paail) Marks (%) | Definition
A - Excellent Dl 90 — 100 Outstanding Performance
B - Very Good [RENRIEN 80— 89 Above average with some errors
(SS‘}ffelsgo?"’“p C —Good = [70-79 Sound work with notable errors
D - Satisfactory L sia 60 — 69 Fair but with major shortcomings
E - Sufficient J e 50-59 Work meets minimum criteria
Fail Group FX — Fail D& Jsia | (45-49) More work required but credit awarded
(0-49) F — Fail <l | (0-44) Considerable amount of work required
Note:
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http://www-math.mit.edu/~sipser/book.html
http://www-math.mit.edu/~sipser/book.html
http://www.amazon.com/exec/obidos/ASIN/0072322004/ref=nosim/mitopencourse-20
http://www.amazon.com/exec/obidos/ASIN/0072322004/ref=nosim/mitopencourse-20
http://www.amazon.com/exec/obidos/ASIN/0387949070/ref=nosim/mitopencourse-20

O 8l Glaa Ay e Ji (e Al g daa g o8 73 gaill 13a Adaa

lall Cnll g Mall wilall 3 )

| Page5



Ministry of Higher Education and
Scientific Research - Iraq
University of Babylon
College of Science for Women
Computer Science

MODULE DESCRIPTOR FORM

Module Information

Al ) Balall e slaa

Module Title Computer Graphics Module Delivery
Module Type CORE
Theory
Module Code COM35021
Lecture
ECTS Credits 5 Seminar
SWL (hr/sem) 125
Module Level 3 Semester of Delivery 5
Administering Department Computer science | College | wsci
Module Leader Elaf Ali Abbood e-mail wsci.elaf.ali@uobabylon.edu.iq
Module Leader’s Acad. Title Lecturer MOdl.ll.e Le:ader S Ph. D.
Qualification
Module Tutor None e-mail None
Peer Reviewer Name e-mail
Review Committee Approval 01/05/2025 Version Number
Relation With Other Modules
AV Dl 5ol 3 sall ae 48Nl
Prerequisite module None Semester
Co-requisites module None Semester
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Module Aims, Learning Outcomes and Indicative Contents

L5 YY) Ol sinall 5 aleil) il 5 4l jall Balall Calaa]

Module Aims
Jaad ) saldl) Calaal

This course introduce explanation and understood to the principles of
computer graphics and how to creates 2D and 3D images using
arithmetic relations that simulates the real world. Also, computer
graphics depicts concepts of 3D graphics help the students to design
system in this field.

Module Learning
Outcomes

) all Balall alasl) il yia

1- Understanding how to create graphics in the calculator, starting
from simple geometric shapes such as a point, a straight line,
and a circle, all the way to complex shapes made up of
geometric shapes.

2- Understanding the basics of drawing geometric shapes based on

mathematical relationships and special algorithms.

3- Understand drawing different shapes such as the arc, ellipse,
polygon, and star.

4- Knowing the different methods of transitions, how to enlarge and
reduce shapes, reflection and rotation.

Indicative Contents

AaliY) il siadll
Learning and Teaching Strategies
sl abeil) il i

 Practical laboratories that develop students' thinking skills
Strategies  Intellectual test questions

* Overlapping with other disciplines (mathematics applications)

Student Workload (SWL)
Ll il ) Jasl)

Structured SWL (h/sem) 64 Struc‘tured SWL (h/w) 2
Geaill & Calllall adsiall a5l Jaal Lo yaudd Ul aliial) (il ) Jasll
Unstructured SWL (h/sem) 61 Unst{'uctured SWL (h/w) )
Jeaill JA lall alsial) p a5l Jaal Lo sondd Ul aliiiall e sl 5l Jasll
Total SWL (h/sem) 125
Jeal) J& llall S a5l Jaal

Module Evaluation
A ) Balall st
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Time/Nu Weight (Marks) Week Due Relevant Learning
mber Outcome

Quizzes 2 10% (10) 5,10 LO #1,2,10and 11
Formative Assignments 2 10% (10) 2,12 LO#3,4,6and 7
assessment | Projects / Lab. 1 10% (10) Continuous

Report 1 10% (10) 13 LO #5,8and 10
Summative | Midterm Exam 2 hr 10% (10) 7 LO#1-7
assessment | Final Exam 2hr 50% (50) 16 All
Total assessment 100% (100 Marks)

Delivery Plan (Weekly Syllabus)
@b e pul) el

Material Covered

Introduction to Computer Graphics, Raster and Vector

Week 1
Representing Image file, Scan-Conversion
Week 2 Slop line equation Algorithm
Week 3 DDA straight line Algorithm
Week 4 Bresenham's line Algorithm
Week 5 | Circles Algorithms
Week 6 Ellipses algorithm
Week 7 | Arcalgorithm
Week 8 | Star Algorithm
Week 9 Draw complex figures using the primitives drawing
Week 10 2D Geometric transformation
Translation in functions and matrices
Week 11 | Scaling zoom in and zoom out
Week 12 | Rotation types in functions and matrices
Week 13 | Reflection, shrink, stretch, and shearing
Introduction to 3D Computer graphics
Week 14 Three-dimensional Display Methods
Parallel Projection
Perspective Projection
Week 15 Rendering Techniques
Rendering pipeline and methods
Week 16

Final Exam
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Delivery Plan (Weekly Lab. Syllabus)
D88l e ) gl

Material Covered

Week 1

Introduction to visual basic .Net programming language
Apply build-in primitives figure drawing instructions

Week 2 Apply Slop line equation Algorithm

Week 3 | Apply DDA algorithm

Week 4 Apply Bresenham's line algorithm

Week 5 Apply Circles Algorithms

Week 6 Apply ellipse drawing algorithm

Week 7 Apply arc drawing algorithm

Week 8 | Apply Star Algorithm

Week 9 Apply examples to draw complex primitives

Week 10 | Apply translation on drawings

Week 11 | Apply the scaling

Week 12 | Apply the rotation in types

Week 13 | Apply the reflection, shrink, stretch, and shearing

Week 14

Introduction to animated figures
Apply animated figures examples

Week 15 | Discuss computer graphics projects

Week 16 | Final Exam

Learning and Teaching Resources
U’“:’Jﬂ\} (‘Ja:\” JJLAAA

Text

Available in the
Library?

"Computer Graphics " C Version, 2nd Edition, Donald Hearn and

e M. Pauline Baker, Prentice Hall, Inc, 1998.
Recommended "The Computer Graphics Manual" , Volume 1, Salomon D.,
Texts Springer, 2011.

Websites
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APPENDIX:

GRADING SCHEME

Group Grade _paal) Marks (%) Definition

A - Excellent Olial 90 — 100 Outstanding Performance

B - Very Good [AENKYEN 80— 89 Above average with some errors
(Ssl:]Cfelsg 0();r0up C —-Good NYEN 70 -179 Sound work with notable errors

D - Satisfactory Jas 5ia 60 — 69 Fair but with major shortcomings

E - Sufficient J sa 50 -59 Work meets minimum criteria
Fail Group FX - Fail D& Jsia | (45-49) More work required but credit awarded
0-49) F — Fail il (0-44) Considerable amount of work required
Note:
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Ministry of Higher Education and
Scientific Research - Iraq
University of Babylon
College of Science for Women
Computer Science

MODULE DESCRIPTOR FORM

Module Information
) 5l 3alal) il slaa

Module Title Mobile’s Applications Module Delivery
Module Type ELECTIVE
Module Code Theory
Lecture
ECTS Credits 5 Seminar
SWL (hr/sem) 125
Module Level 8 Semester of Delivery 2
Administering Department Computer Science | College | Sciw
Module Leader | Zahraa Jabbar Hussein eomail zahraa.jabbar@uobabylon.edu.
Module Leader’s Acad. Title Lecturer gs;:illilflii:;zﬁer's Lecture. Dr
Module Tutor None e-mail None
Peer Reviewer Name e-mail
Review Committee Approval 01/06/2023 Version Number
Relation With Other Modules
AN Al all ol gall ae A8
Prerequisite module None Semester
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Co-requisites module

None

Semester Second

Module Aims, Learning Outcomes and Indicative Contents
L5 YY) il sinall 5 alail) il 5 4l jall Balall Calaa]

Module Aims
Jaad Al saldl) Calaal

The main goal of this course is to provide students with the knowledge and
practical skills necessary to develop mobile applications for various smartphone
operating systems, with a focus on Android. By the end of this module, students
will be able to:

1.

2.

w

Understand the types of applications available for different smartphone
operating systems (such as Android and iOS).

Develop native Android applications using appropriate programming
tools and become familiar with essential libraries and how to use them
effectively.

Apply concepts of activity linking and interaction within mobile apps.
Acquire practical programming skills that qualify them for employment
in the mobile app development industry.

Module Learning
Outcomes

Al pal) Balall aladl) s 3

By the end of this module, students will be able to:

1.

Understand Mobile Application Development

Gain a comprehensive understanding of mobile app development
principles, including mobile platform architecture, application
components, and the development lifecycle.

Demonstrate Proficiency in Mobile Programming Languages and
Frameworks

Develop skills in using programming languages such as Java, Kotlin (for
Android), and frameworks like Flutter.

Design Effective User Interfaces and Experiences (Ul/UX)

Apply UI/UX principles to create intuitive, attractive, and user-friendly
mobile app interfaces.

Implement Core Mobile App Functionalities

Build apps with features such as data storage, networking, multimedia,
location services, and notifications.

Ensure Mobile App Security

Apply best practices for secure storage, user authentication, and data
communication in mobile apps.

Conduct Testing and Debugging

Use appropriate tools and methodologies to test and debug mobile
applications for quality and reliability.

Deploy and Distribute Mobile Applications

Understand how to package, sign, and publish apps to platforms like
Google Play, following guidelines and requirements.

Optimize Mobile App Performance

Identify and resolve performance issues related to memory, network
usage, and battery consumption.

Collaborate Effectively on Projects
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Work in teams using version control systems and basic project
management principles.

Indicative Contents
Lala Y el sinl)

This course covers the following core topics to guide students through the
development of modern, functional, and secure mobile applications:

1.

Introduction to Mobile Application Development

Overview of mobile platforms (Android, i0S), development
frameworks, and the mobile app development lifecycle.

User Interface Design for Mobile Applications

Principles of Ul/UX design, creating responsive and adaptive layouts,
and ensuring accessibility.

Mobile Programming Languages and Frameworks

Introduction to Java and Kotlin for Android, Swift for 10S, and cross-
platform development using Flutter or React Native.

Data Storage and Management

Techniques for local data storage (e.g., SQLite, SharedPreferences),
cloud-based storage (Firebase), and real-time synchronization.
Networking and Web Services

Handling network communication, making HTTP requests, parsing
JSON/XML data, and consuming RESTful APIs.

Multimedia Integration

Implementing features for capturing and displaying images, recording
and playing audio/video, and camera access.

Mobile App Security

Introduction to secure coding practices, user authentication, secure data
handling, and protecting against common threats.

Learning and Teaching Strategies

a5 el ilnsi) i)

Strategies

To ensure effective delivery of the course content and active student
engagement, the following strategies will be adopted:

1.

Using Smart Screens and  Traditional = Whiteboards
Smart technologies will be integrated alongside conventional methods to
enhance the learning experience.

Providing Online Access to Lecture Materials
Lecture notes and materials will be made available on the college’s
website and learning platforms

Encouraging Interactive Discussions
Active discussions between the instructor and students will be promoted
to reinforce understanding.

Promoting Self-Learning and Critical Thinking
Students will be encouraged to explore topics independently and draw
their own conclusions.

Assigning Projects and Activities with Graded Evaluation
Students will complete assignments and activities that contribute to their
final grade.
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Student Workload (SWL)
llall il yal) Jeal

Structured SWL (h/sem) 64 Stru(ftured SWL (h/w) 4
Guaill A Ul adsiiall ad all Josll e pausd Ul aliial) d ) Jasll
Unstructured SWL (h/sem) 61 Unstg‘uctured SWL (h/w) 38125
il J3A QU daiiall pue ol 5l Jaall Lo snd Ul Jdatidl) e a5l Jaal .
Total SWL (h/sem) 125
Jumaill JM& Ul K1)l ) Jasl)
Module Evaluation
:\ﬂ.u:\ Jﬂ\ 3alall e:us.a
Time/Nu Weight (Marks) Week Due Relevant Learning
mber Outcome

Quizzes 2 10% (10) 2,11 LO#1,2,10and 11
Formative Assignments 2 10% (10) 3,12 LO#3,4,6and 7
assessment | Projects / Lab. 1 10% (10) Continuous

Report 1 10% (10) 13 LO#5,8and 10
Summative | Midterm Exam 2 hr 10% (10) 8,14 LO #1-7
assessment | Final Exam 3hr 50% (50) 16 All
Total assessment 100% (100 Marks)

Delivery Plan (Weekly Syllabus)

@B e pul) el
Material Covered
Week 1 | Introduction to Android, entry strategies into the mobile field, and advantages of adopting
Android.
Week2 | \What is an operating system? Overview of Android OS versions.
Week3 | Activities: Purpose and interaction with the user.
Week4 | gcreen orientation handling in Android and its importance in modern smartphones.
Week 5 | Designing the application user interface (Ul).
Week 6 | Using AutoCompleteTextView for assisting user input.
Week 7 | Drawables, Styles, and Themes in Android.
Week8 | Midterm Exam 1
Week9 | Understanding Styles: Features that define look and presentation.
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Week 10 | \essaging and Networking: Sending SMS and app-to-app communication.
Week 11 | sending Emails: Configuring email with POP3 or IMAP.
Week 12 | Connecting to the Internet: Network security and making AP1/network calls.
Week 13 | Data Storage with SQLite, using Content Providers, and implementing CRUD operations.
Week 14 | Midterm Exam 2
Week 15 | General review and preparation for final exam
Week 16 | Final Exam
Delivery Plan (Weekly Lab. Syllabus)
iaall e gl el
Material Covered
Week 1 | Setting up the Android Studio Environment
Week 2 | Creating a Kotlin Project and Running it on an Emulator/Device
Week 3 | Exploring Basic Kotlin Syntax and Concepts
Week 4 | Building a Simple Kotlin Android App
Week 5 | Implementing Ul Components and Layouts in Kotlin
Week 6 | Handling User Input and Event Handling with Kotlin
Week 7 | Building Multiple Activities and Navigating Between Them
Week 8 | Midterm Lab Exam 1
Week 9 | Using Content Providers for Data Access in Kotlin
Week 10 | Networking with Retrofit in Kotlin
Week 11 | Implementing RecyclerView and Adapter in Kotlin
Week 12 | Background Processing and Implementing Services in Kotlin
Week 13 | Applying Material Design Guidelines and Ul Styling in Kotlin
Week 14 | Unit Testing and Debugging Kotlin Apps in Android Studio
Week 15 | Midterm Lab Exam 2
Week 16 | Final Lab Exam
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Learning and Teaching Resources

u.u..g‘)ﬂ\} (Ja_\l‘ J.‘:La.q

Text Available in the
Library?
Required Texts
1. Programming with Mobile Applications: Android™,
10S, and Windows Phone by Thomas J. Duffy | Feb 6, 2012
Recommended 2. Programming Kotlin: Create Elegant, Expressive, and
Texts Performant JVM and Android Applications
By Venkat Subramaniam | Oct 1, 2019
Websites Website: https://developer.android.com/
APPENDIX:
GRADING SCHEME
Group Grade padil) Marks (%) | Definition
A - Excellent bl 90 - 100 Outstanding Performance
B - Very Good [SENRYEN 80 -89 Above average with some errors
(SSUOC‘_:?SO()S roup C -Good RTEN 70-79 Sound work with notable errors
D - Satisfactory Lo gia 60 — 69 Fair but with major shortcomings
E - Sufficient J sda 50 - 59 Work meets minimum criteria
Fail Group FX — Fail D& Jsia | (45-49) More work required but credit awarded
(0-49) F — Fail wl ) | (0-44) Considerable amount of work required
Note:
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Ministry of Higher Education and
Scientific Research - Iraq
University of Babylon
College of Science for Women
Computer Science

MODULE DESCRIPTOR FORM

Module Information
Al 5l Bl e gl

Module Title Scientific Research Methodology Module Delivery
Module Type
Theory
Module Code
Lecture
ECTS Credits Seminar
SWL (hr/sem)
Module Level Semester of Delivery 1
Administering Department Computer College | Computer Science for Women
Module Leader e-mail zahraa.jabbar@uobabylon.edu.

Module Leader’s

Module Leader’s Acad. Title e L Lecture. Dr
Qualification

Module Tutor

Peer Reviewer Name e-mail

Review Committee Approval

Version Number

| Pagel



mailto:zahraa.jabbar@uobabylon.edu.

Relation With Other Modules
AN Al all o) gl ae A8

Prerequisite module

Semester first

Co-requisites module

Semester

Module Aims, Learning Outcomes and Indicative Contents
405 HY) il sinall g alacil) il g Agul Hall Balall Caloa

Module Aims
el all salal) Calaal

The aim of this course is to equip students with the essential knowledge and skills
required to conduct scientific research systematically and ethically. It focuses on
building the student's ability to understand research concepts, formulate research
problems, design studies, collect and analyze data, and present findings clearly
and accurately.

1.
2.

3.

ook

To introduce students to the principles and types of scientific research.
To develop students' skills in identifying and formulating research
problems.

To familiarize students with research design, sampling techniques, and
data collection methods.

To enable students to analyze data using appropriate scientific tools.

To train students in writing research proposals and final research reports.
To instill ethical standards and academic integrity in research.

Module Learning
Outcomes

ol Hall Balall aladl) s 3

By th

e end of this module, students will be able to:

Understand the Fundamentals of Scientific Research: Identify
different types, methods, and purposes of scientific research.

Define and Formulate Research Problems: Clearly define a research
problem and develop relevant research questions or hypotheses.
Design Research Methodologies: Select appropriate research designs,
sampling techniques, and tools for data collection.

Collect and Analyze Data: Use qualitative or quantitative methods to
gather and analyze data systematically.

Evaluate Sources and Conduct Literature Review: Search for,
evaluate, and integrate academic sources to support research.

Apply Ethical Standards in Research: Demonstrate awareness of
ethical considerations in conducting and reporting research.

Develop Research Proposals and Reports: Write structured and
coherent research proposals and final reports.

Present Research Findings Effectively: Communicate research
outcomes clearly through oral presentations and written formats.

Indicative Contents
LaLa Y il siadl

Introduction to Scientific Research: Definition, scope, and importance
of scientific research.

Research Methods and Approaches: Qualitative vs. quantitative
research methods.

Identifying Research Problems: Formulation of research questions and
hypotheses.

Literature Review and Resource Evaluation: Conducting a literature
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9.

10.

11.

12.

review and critical evaluation of sources.

Research Design and Methodology: Types of research designs:
Experimental, non-experimental, and exploratory.

Sampling Techniques: Types of sampling methods: Probability and
non-probability sampling.

Data Collection Methods: Surveys, interviews, questionnaires, and
observation.

Data Analysis Techniques:

o Statistical analysis for quantitative research.

e Thematic and content analysis for qualitative research.
Research Ethics and Integrity: Ethical issues in research: Informed
consent, privacy, and confidentiality.

Writing Research Proposals and Reports: Structure and components
of research proposals and final reports.

Presenting Research Findings: Writing and presenting research
findings effectively.

Review of Research Methodologies: Comparison and evaluation of
different research methods and methodologies.

Learning and Teaching Strategies

a5 alaill il yin

Strategies

1.

Interactive Lectures and Discussions
o Lectures will be interactive, encouraging student
participation through discussions, questions, and problem-
solving activities.
Case Studies and Real-Life Examples
o Case studies from various fields will be used to demonstrate
the application of research methodologies in real-world
scenarios.
Group Work and Collaborative Learning
o Students will be divided into groups for collaborative
learning, promoting teamwork and peer feedback during
research proposal development and problem-solving
activities.
Self-Directed Learning
o Students will be encouraged to explore additional resources
beyond class materials, such as academic papers, research
articles, and online databases, to foster independent
learning.
Hands-On Practical Sessions
o Practical sessions focusing on data collection, analysis, and
writing research reports will allow students to apply their
theoretical knowledge to real research tasks.
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Formative Assessments and Feedback
o Regular quizzes, assignments, and presentations will provide
ongoing feedback to help students assess their
understanding and improve their skills throughout the
course.
Use of Digital Resources and Research Tools
o Online platforms, academic databases, and research tools
(e.g., reference management software) will be integrated into
the course to enhance students' research capabilities.
Research Proposal Development
o Students will work on developing their research proposals,
including selecting research topics, framing research
questions, and justifying their methodology choices.
Peer Review and Critique
o Peer review exercises will help students refine their research
proposals and reports by providing constructive feedback on
each other's work.

10. Lecturer-Led Guidance and Mentorship

o Lecturers will provide one-on-one mentorship for students,
guiding them through the process of designing and
conducting their research projects.

Student Workload (SWL)
Gl il ) Jasl

Structured SWL (h/sem) Structured SWL (h/w)
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Unstructured SWL (h/sem) Unstructured SWL (h/w)
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Total SWL (h/sem)
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Module Evaluation
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Ti N Rel tL i
ime/Nu Weight (Marks) Week Due clevant Learning
mber Outcome

Formative Quizzes 2 10%(10) 2,11
assessment | Assignments 5 10%(10) 3,12
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Projects / Lab. Continuous

Report 1 10%(10) 13
Summative | Midterm Exam 2hr 20%(20) 8,14
assessment | Final Exam 3hr 50% (50) 16
Total assessment 100% (100 Marks)

Delivery Plan (Weekly Syllabus)
Lﬁ)u\ Lz,,.c.},\uY\ C\.@_Ld\
Material Covered
Week1 | |ntroduction to Scientific Research: Definition, objectives, and importance
Week2 | Types and Classifications of Scientific Research
Week3 | Research Problems: Identifying and formulating a research problem
Week4 | | jterature Review: Purpose, techniques, and source evaluation
Week 5 | Research Hypotheses and Variables: Types, roles, and formulation
Week 6 | Research Design and Methodology
Week 7 | sampling Techniques: Probability and non-probability sampling
Week 8 | Midterm Exam1
Week 9 | Data Collection Methods: Surveys, interviews, observations, and tools
Week 10 | Data Analysis Methods: Quantitative and qualitative techniques
Week 11 | Research Ethics: Ethical considerations, plagiarism, and integrity
Week 12 | \\riting a Research Proposal: Structure and key components
Week 13 e Research Report Writing: Formatting, referencing, and academic style
e Presenting Research Findings: Techniques and tools
Week 14 | Midterm Exam2
Week 15 | Final Exam
Learning and Teaching Resources
w:gJJﬂ\J ela_d\ J.ALAA
Text Available in
the Library?
Required Texts
Ranjit Kumar, Research Methodology: A Step-by-Step Guide for
Recommended Beginners 5th Edition , SAGE Publications Ltd; 5th edition, February 11,
Texts 2019, ISBN-10 : 1526449900.
Websites Amazon.com: Ranjit Kumar: books, biography, latest update
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https://www.amazon.com/Ranjit-Kumar/e/B001K8XTTA/ref=dp_byline_cont_book_1
https://www.amazon.com/stores/Ranjit-Kumar/author/B001K8XTTA?ref=ap_rdr&isDramIntegrated=true&shoppingPortalEnabled=true

APPENDIX:

GRADING SCHEME

Group Grade sl | Marks (%) | Definition

A - Excellent Olial 90 — 100 Outstanding Performance

B - Very Good [AENKYEN 80 -89 Above average with some errors
Success Group C -Good ATEN 70-79 Sound work with notable errors
(50 - 100) _ e it _

D - Satisfactory Jas 5ia 60 — 69 Fair but with major shortcomings

E - Sufficient J e 50 -59 Work meets minimum criteria
Fail Group FX — Fail D& Jsia | (45-49) More work required but credit awarded
(0-49) F — Fail wl ) | (0-44) Considerable amount of work required
Note:
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