VEYY L p YooY
&, i P o€

8,
i =
ON . cop ece OF

University of Babylon

College of Science for Women

Department of Computer Science




Academic Program Description
University Name: University of Babylon
College/Institute: College of Science for Women
Name of the academic: Bachelor’s in Computer Science
Name of final degree: Bachelor’s in Computer Science
Study system: Undergraduate Studies\bologna track
Description preparation date: 10/10/2024
Date of filling out the file: 16/10/2024

Signature: %’% Signature:

Name of Department Head Name of Scientific Assistant
Dr. Saif Mahmoud Khalaf Dr. Kawther Mohammed Ali

Date: 16/ 10 /2024 Date: 16/10 /2024

The file is checked by

Department of Quality Assurance and University Performance
Director of the Quality Assurance and University Performance Department:
Mohammed J.Jader

Date: 16/ 10 /2024

Signature: e e

Approval of the Dean

| Aaiall




Introduction — Academic Program Description

The vision of the Bologna track Program in Computer Science aims to provide academic
education characterized by high quality, global competitiveness, and innovation, while qualifying
graduates to contribute to achieving digital transformation and building an advanced and
sustainable technological future. The Department of Computer Science is one of the main
departments in the Faculties of Science, as it includes a number of different scientific
specializations, including: communications, computer networks, artificial intelligence, and
cybersecurity. The Department of Computer Science is of great importance due to its influential
role in providing the labor market with programmers and software developers, and therefore it
has the highest priority in keeping pace with the latest developments in the field of information
technology. The development of software has opened up broad horizons for the employment of
information technology in all scientific and applied fields, as the use of information technology
has increased the efficiency and accuracy of work in addition to reducing human effort by relying

on computer software.
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1. Program Vision

To make the Department of Computer Science a regional and Arab leader in the field of
applied research, as the use of information technology has increased the efficiency and
accuracy of work, in addition to reducing human effort by relying on computer software.

2. Program Mission

The mission of the Bologna track Programme of the Department of Computer Science is to
prepare graduates with high technical and scientific skills, capable of innovation and solving
advanced digital problems, with a commitment to applying European quality standards and
promoting scientific research and international cooperation. Contributing to the
development of the digital society by providing graduates capable of contributing to the
digital transformation of society through their skills in software development, data analysis,
and IT solutions, and also supporting students to be leaders in the digital knowledge society
and contribute to building a sustainable future based on technology.

3. Program Objectives

The objectives of the Bologna track Program for the Department of Computer Science aim
to provide students with the knowledge and skills necessary to excel in the fields of
computer science and information technology. These objectives are based on developing
academic education, enhancing graduates' capabilities, and supporting scientific research.
The Department of Computer Science at the College of Science for Girls aims to provide
the labor market with what it needs of programmers and software and application
developers in various applied levels, in addition to the constant endeavor to keep pace with
scientific and technological developments that are reflected in increasing the skills of the
department's graduates. In addition to contributing to the development of this important
field of knowledge (computer science) by having its researchers present scientific research
at international and local conferences, in addition to publishing scientific research in various
international journals, as well as patents, workshops, seminars, and training courses that
drive the wheel of progress in this field.
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4. Programmatic Accreditation

Nothing

5. Other External Influences

Training courses for students to develop scientific skills in advanced technology and
programs + field visits

6. Program Structure

Distribution of units across study stages and the percentages of departmental requirements

(mandatory or elective), college, and university requirements were as follows:

Stage Number of Units Core Elective Supported
(Mandatory)
First 30 19 0 11
Second 41 24 15 2
Third 39 27 9 3
Fourth 35 19 14 2
Total 145 89 38 18
Percentage 61.4% 26.2% 12.4%
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Programming

UOBAB06040101
Fundamentals
UOBAB06040102 Digital Logic
The first stage, foundation of
Course (1), according discrete structure
to the Bologna
system Computer
UOBAB06040103 L.
Organization
Linear algebra
English language
Structured
UOBAB06040201 ructirec
programming
UOBAB06040202 Computer Skills
The first stage,. Communication Skills
Course (2), according
to the Bologna Discrete Structures
system

Probability and
Statistics

Arabic Language
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8.The expected learning outcomes of the program

Knowledge and Understanding

1. The student learns about the nature of computer
science.

2. The student learns about preparing scientific
research in the field of computers.

3. The student is able to use computers in most
applications.

4. The student is able to analyze and solve
problems that may occur in the field of computer
science.

5. The ability to find scientific solutions to
community problems programmatically.

6. The ability to analyze and evaluate software
systems before starting to design the system

7. Providing the student with some basic rules in
evaluating and building software systems based on
the basics of Software Engineering

Subject-Specific Skills

B1 Theoretical
- B2 Practical
- B3 Summer Training

- B4 Graduation Research

Thinking Skills

1.

Let's Think about Thinking Ability: The goal
of this skill is for the student to believe in what is
tangible (student's abilities) and understand when,
what and how he should think and work on

improving the ability to think reasonably.
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2. High Thinking Skill: The goal of this skill is to
teach thinking well before making a decision that
determines the student's life, for example if the student
wants to make a good decision, it is important to think
well before making the decision and if he decides
without thinking or if he cannot think well or if he
cannot decide or perhaps will not decide, this means
he does not have a high thinking skill

3. Critical Thinking Strategy in Learning
(Critical Thanking): It is a term that symbolizes the
highest levels of thinking that aims to pose a problem
and then analyze it logically to reach the required
solution.

4. Brainstorming

Ethics

Evaluation methods

1- Through the regular exam (paper).

2- Through writing computer programs (practical
application).

3- Through the method of expression with faces.
4- Preparing reports by students.

5-Relying on scheduled and unscheduled hours. By
conducting the exam on the Moodle system using the
E-learning technology
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9. Teaching and Learning Strategies

Learning strategies

1- Thinking strategy according to the student's ability (example: if the student can learn the
correct management concept, he will acquire the skill of managing and organizing his personal
life).

2- High thinking skill strategy (example: if the student wants to make a good decision, it is
important to think well before making the decision, and if he decides without thinking or if he
cannot think well or if he cannot decide or perhaps will not decide, this means he does not have a
high thinking skill).

3- Critical thinking strategy in learning (Critical Thanking) (is a term that symbolizes the
highest levels of thinking that aims to pose a problem and then analyze it logically to reach the
required solution).

4- Brainstorming.

Methods of teaching and learning

1- Method of delivering lectures.
2- Student Center
3- (Student groups Team Project)

4- (Work shop workshops)

5- (Scientific trips to follow up on the environmental reality)
6- (Learning Technologies on Campus)
7- (experiential learning)

8-(Application Learning)

10. Evaluation methods : : The assessment methods in the Bologna Pathway programme rely
on a combination of different assessment methods that aim to measure students’ performance and
their deep understanding of scientific and applied concepts, in addition to their practical skills and
their ability to innovate and solve problems. These methods include:
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1- Exams

2-Matrix (Learning Matrix)

3-Which Face (Method of Expression by Faces)
4-CAT (Feedback from Students)

5-Learning Triangle (Learning Triangle)
6-Preparing reports.

7-Relying on scheduled and unscheduled hours.

8- Additional duties inside and outside the college.

11. Faculty

Faculty Members

Professo Dr. Hussein Attia Lafta Computer Artificial
r Intelligence
Professo ) Artificial
Dr. Suhad Ahmed Ali Computer ]
r Intelligence
. security and
Professo Dr. Majid Jabbar ) v }
computer information
r Jawad .
processing
Professo | Dr. Samaher Hussein Computer Artificial
r Ali Intelligence
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Professo Dr. Samah Abdel Mathematics Mathematics
r Hadi Abbas,
Computer it d
Professo Dr Muhammad by ?:t:‘:)l;ln};ggn
r Abdullah Nasser .
processing
Professo Dr. Sahar Adel Computer Security and
r Kazem information
Prof Computer | Translators and
rofesso ) ) )
Dr. Israa Hadi Obaid, Computational
r
Theory
Assistant Computer computer
Professo | Dr. Saif Mahmoud, P
networks
r
Professo Dr. Mahdi Abdel Computer Distributed
r Salman Systems
Computer Infi ti
Professo Dr. Muhammad P Te:hgzrll:)a 1(;20 ¢
r Obaid &y
tware
Assistant Dr. Salah Mahdi Computer Timbers
Saleh Patterns
Professo Dr. Ahmed Badri Computer Parallel
r Muslim, Algorithms
Assistant . Computer .
Ssistall Dr.Ali Yaqoub P artificial
Professo . .
) Youssef intelligence
Assistant C t Inf ti
01ess0 Muhammad &y
T tware
Dr . Farah Computer information
Teacher )
Muhammad Hassan, security
Teacher | Dr. wed Kazem Aliwi Computer Computer
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Assistant Computer
Dr. Ahmed Mohamed P
Professo ) Computer
Hussein,
r
Assistant . Mathematics Functional
Profe Dr.. Zainab Abdel A ati
rofesso ) ) roximation
Moneim Abdel Hadi, bp
r Theory
Teacher | Zainab Falah Hassan Computer Computer
Assistant Computer
Professo | Dr. Elaf Ali Abboud Computer
r
Teacher Noor Kazem Ayoub Computer Computer
Assistant Computer Computer
Asraa Abdullah P P
Professo )
Hussein
r
Russell Muhammad Computer Computer
Teacher )
Nimah
Computer | communications
Teacher Dr. Hossam Jawad p
Kazem, systems
assistant Nada Fadel Computer c .
omputer
teacher Muhammad P
assistant Ishraq Abdel Amir Computer Computer
teacher Yahya
teacher | Hadeel Qasim Ghani Computer Computer
Zahraa Jabbar Computer Computer
teacher ]
Hussein
assistant Zahraa Abdel Computer Computer
teacher Mohamed
assistant . . Computer Computer
Jinan Ali Abd P P
teacher
assistant | Shaima Abdel Kazem Computer Computer
teacher Hadi
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assistant Computer Computer

Zahraa Aboud Ahmed P P \
teacher
assistant Computer Computer

Rafif Mazhar Katran P P N
teacher

Professional Development

Teaching, like any other art, can be acquired through practicing and following its methods and principles, provided
that there is a sincere desire to practice the teaching profession. The method in education means taking interconnected
steps to reach a specific goal that is hoped to be achieved. Therefore, the basic principles of good teaching must be
followed, which are:

1- Guiding and directing learners by creating educational situations that lead to desired activities.

2- Providing an atmosphere of love, affection and cooperation between the teacher and learners and between the
learners themselves through his love for his students without discrimination and not overdoing feminization.

3- Adopting democratic leadership through the sensory relationship between the teacher and his students, which
leads them to control based on mutual respect and creating a cooperative atmosphere between the students and
between the teacher and his students.

1- Thinking strategy according to the student's ability (example: if the student can learn the correct concept of
management, he will acquire the skill of managing and organizing his personal life). And the strategy of high
thinking skill (example: if the student wants to make a good decision, it is important to think well before making the
decision and if he decides without thinking or if he cannot think well or if he cannot decide or perhaps will not
decide, this means he does not have high thinking skill).

2- General and transferable skills (other skills related to employability and personal development).
3- Verbal communication.

4- Teamwork.
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5- Analysis and investigation (collecting information systematically and scientifically to establish facts and
principles to solve the problem). Initiative (motivation to work and the ability to take initiative, identify
opportunities and put forward ideas and solutions.

12. Acceptance criterion

Central acceptance and parallel acceptance

13. The most important sources of information about the program

5- The website of the college and university.

https://csg.uobabylon.edu.iq/
https://csg.uobabylon.edu.iq/department/?cdid=4

https://csg.uobabylon.edu.ig/department/dep lectures.aspx?cdid=4

2- The electronic system of the Bologna Process.

3-University guide .https://systems.uobabylon.edu.iq /

4-The most important books and resources in the college library.

14. Program development plan

The Bologna process was applied to first-year students and work is underway to apply it to future
stages, with workshops and seminars being held to familiarize faculty members with the
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https://csg.uobabylon.edu.iq/
https://csg.uobabylon.edu.iq/department/?cdid=4
https://csg.uobabylon.edu.iq/department/dep_lectures.aspx?cdid=4
https://systems.uobabylon.edu.iq/

requirements of the Bologna process and how to work with it, discuss the negatives and obstacles,
and find solutions for them. The electronic system was applied in the education process.
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Program skills Outline

Required program learning outcomes

T Other skills related {o
s . Knowledge Skills Ethics employability and
Year/Level Course Code Name optiona personal developmet
l AI A2 A3 A4 B] BZ B3 B4 C] C2 C3 C4 DI DZ D3 L 4
Programming
S
UOBAB06040102 Digital LOgiC S * * * * * * * * * * * * * * * 3
The first foundation
stage, Course of discrete S * * * * * * * * * * * * * * * 4
1), structure
ch‘cording to
¢ Bologna comPUter % % % % * % % % % * * * * % *
UOBAB06040103 B k
system Organization
Linear S * * * * * * * * * * * * * * * E
algebra
EngIISh B * * * * * * * * * * * * * ¥ * E
language
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Program skills Outline

Required program learning outcomes

Other skills related 10
Tl e Gy Knowledge Skills Ethics employability and
Year/Level Course Code Name optional personal developmelit
A; | A2 | A3 | A4 | Bi B, | Bs | B, | Cit | C | Cs | Cq | Dy | D | Ds | Dy
Structured
The ﬁrst UOBAB06040201 programmin C * * * * * * * * * * * % % % * F
slage, Course g
2), Computer
ccording to UOBAB06040202 . S * * * * * * * * * * * * * * * 7
j\h Skills
e Bologna
system PP
¥ Communicati B * * * * * * * * * * * * * % * 3
on Skills
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Discrete S * * * * * * * * * * * * * * * 4
Structures
Probability . * * " - o o o o * * * * " % * 4
and Statistics
Arabic B * * * * * * * * * * * * * * * 4
Language
Program skills Outline
Required program learning outcomes
Other skills related fo
Basic or Knowledge Skills Ethics employability and
Year/Level | Course Code | Course Name optional personal development
A Az As Ay B; B; B3 By C; C; C; Cy D; D; D; n,
s Object Oriented Core % " o o o * * * * * * * * * * k
Programming (1)
11 Computation Core o o o * * o * % % * * * * * * k
Theory (1)
Second stage * * * * * * * * * * * * * * * k
C16 Database (1) Core
Course (1)
- Linux Elective * * * * * * * * * * * * * * * k
Fundamentals
£ss Microprocessor Elective " - o o * * o * % % * * * * * k
and Assembly
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Languages
c9 Data Structures Core R o R R R R R o o @ @ @ © © © f
sq EninSh Language Supported * * * * * * * * * * * * * * * K
(2)
Program skills Outline
Required program learning outcomes
Other skills related fo
Vear e Knowledge Skills Ethics employability and
Course Code Course Name optional personal development
Level P
A Az Az Ay B; B; B; By C; C; C; Cy D; D; D; D,
E1l ObjeCt Ori?nted Core * * * * * * * * * * * * * * * k
Second Programming (2)
stage :
( ourse c12 comPUtatlon Core * * * * * * * * * * * * * * * 3
Theory (2)
(0]
c17 Database (2) Core * * * * * * * * * * * * * * * 3
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ca

Computer
Architecture

Core

E45

Web Design &
Programming

Elective

E4

Operational
Researches

Elective

Cc27

Probability and
Statistics

Core

* *
* *
* *
* *
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) 5l 3alal) il slaa
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Lecture
ECTS Credits 5 Seminar
SWL (hr/sem)
Module Level 2 Semester of Delivery 1
Administering Department Computer Science | College | College of Science for Women
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Module Leader’s Acad. Title Prof. MOdl.ll.e Le:ader S PhD

Qualification

Module Tutor None e-mail None
Peer Reviewer Name e-mail
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Relation With Other Modules

AV Dl 5all 3 sall ae 48Nl

Prerequisite module None

Semester

Co-requisites module None

Semester

Module Aims, Learning Outcomes and Indicative Contents
45 Y1 il ginall g alail) il g Al al) salall Calaa

Module Aims
Jaad ) saldl) Calaal

A Al Alel) 5 Jaslil) alas Ay e il -]

AY) Ak pe Sl Juil) oUad 45 jlaa -2

O pall dpenl Ol g oUsill 1 j1ae 0gd -3

UL 3 il Aalal) AaY) (8 yha (e AUl ) Sl A 05

8353 gall 3LV (o ST AL Led pmal a5l A yall A e pUaill 0 Slal Ly 5 3k Al 52 -6

Baa) 5 da jaS bl 5 clalall )Y AUl

. 143 lan) ae Jalaill 5 aldail) Jae 38y 5ha agd 1
Module L - £ -
odule Learning 5 |- i) Q) At reds o Ul s 2
Outcomes < o pe &
Bac (3 ylay bl andail 3 3lies Ala oS Jan Al pUaill &l o) e o il 3
. L aldaall Mg e dseadd) zal Hall A1) g canati (3 )k e a2l 4
g, 3Ll beil) il 3 T i S
el ekl o] Sl e Linux Batch script 4 Jie dae ) cilad 35k e Jobdil) Aakail 4o py ok plad 5
Indicative Contents
Lala L)) il siaall
Learning and Teaching Strategies
e;dd\ K (—Jaﬂ\ Claad) yil
alail) 5 el 330yl
Aaladl il sanall ) A8LaWL ASAN lElal aladind 1
all  4.IST) 28 § SIS g draladl 28 gy 3 pualaall
Strategies ‘“ﬂ o= ,8" ‘f. . 2 w . @}u ..)4 uaf 2
Glltal) ¢ WLV o Adlal) clalsl) de 5€ il 3
C\lﬁu‘}“ A_A‘; Gl Bac Luwa g ‘;'i\ﬂ\ (Ja_ﬂ\ @;&3 4
Gldall o dndlid) e aqll 5
Student Workload (SWL)
sl = Al Jaall
Structured SWL (h/sem) 100 Structured SWL (h/w) 2
Jaadl) DA lall alaiial) sl all Jaal Lo sal calldall altiall sl 5l Jaall
Unstructured SWL (h/sem) Unstructured SWL (h/w)
daadll Joa lall aliiall pue ol Al Jasl) bie sl Gl alatiall je ol Hall Jaal
Total SWL (h/sem) 100
Jaall & Ul IS a5 sl
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Module Evaluation

aé*»t)dﬂ Bdtai\eﬁgﬁ
Ti N Rel tL i
ime/Nu Weight (Marks) Week Due ¢clevant Learning
mber Outcome
Quizzes 2 10% (10) 5,10 LO #1,2,10and 11
Formative Assignments 2 10% (10) 2,12 LO#3,4,6and 7
assessment | Projects / Lab. 1 10% (10) Continuous
Report 1 10% (10) 13 LO #5,8and 10
Summative | Midterm Exam 2 hr 10% (10) 7 LO #1-7
assessment | Final Exam 2hr 50% (50) 16 All
Total assessment 100% (100 Marks)
Delivery Plan (Weekly Syllabus)
@b e pul) zleiall
Week Material Covered

Week1 | General definition of Linux

Week 2 General remarks on the operating system UNIX/Linux

Week3 | | jhux history and distributions

Week 4 | Components of Linux System and Architecture

WeekS | 1 inux command line Man pages

Week 6 | \Working with directories

Week7 | Working with directories

Week 8 | Working with files: File command, touch command, remove file

Week 9 | Working with files: copy files, copy to another directory, copy multiple files to directory,

moving files
Week 10 | Working with file contents: Head command, tail, cat, concatenate, create files with cat, copy
files using cat, Tac, more and less commands

Week 11 | [nstalling and uninstalling packages

Week 12 | Command and arguments

Week 13 | Linux filters

Week 14 | script programming: input, output primitives and control

Week 15 | geript programing: loops and other useful Bach commands

Week 16 | Fingl Exam
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Delivery Plan (Weekly Lab. Syllabus)

BUEGURICPING Y FAPEN]
Material Covered
Week1 | Working with Linux terminals
Week 2 | Working with MAN pages of Linux
Week 3 | Working with standard Linux command: Change Directory, Absolute and relative paths
Week 4 | Path Completion, List Contents, Make directory, remove dir.
Week 5 | Working with File command, touch command, remove file
Week 6 | copy files, copy to another directory
Week 7 | copy multiple files to directory, moving files
Week8 Head, tai and cat commands
Week9 Create files with cat, copy files using cat, Tac, more and less commands
Week10 | Quiz
Week11 | dpkg, APT, install and update the system software
Week 12 | Control operators
Week13 | Project
Week 14 | Writing program in Bach script language
Week 15 | Writing program that perform some operating system services
Learning and Teaching Resources
u.ug)lﬁ\} (-Ja;m JJLAAA
Text Available in the
Library?
Required Texts Richard Petersen, Linux: The Complete Reference,
1 Sixth Edition, 2008.
Paul Cobbaut, Linux Fundamentals, Netsec BVBA,
Recommended
Texts 2015.
Websites There are a lot of information over internets
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APPENDIX:

GRADING SCHEME

Group Grade paail) Marks (%) | Definition

A - Excellent Ll 90 - 100 Outstanding Performance

B - Very Good [AENRTEN 80 -89 Above average with some errors
Success Group -
(50 - 100) C —Goc_)d 2> 70-79 So_und WOI:k Wlth notable erro_rs

D - Satisfactory b sia 60 — 69 Fair but with major shortcomings

E - Sufficient J e 50-59 Work meets minimum criteria
Fail Group FX - Fail D& J s | (45-49) More work required but credit awarded
(0-49) F — Fail <l | (0-44) Considerable amount of work required
Note:

gol:dl Cazedlly Jladl @il 8139 ‘3 83950l Olawd ipade S8 (o dogudilg dasdg o Z39e4! I :ddas>dle
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) 5l 3alal) il slaa
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Module Type CORE

Module Code
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ECTS Credits 8
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Module Level
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Administering Department

Computer Science | College

College of Science for Women
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u.ig
Module Leader’s Acad. Title Assist. Prof. MOdl.ll.e Le.ader S PhD
Qualification
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e-mail

Review Committee Approval
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| Pagel




Relation With Other Modules
AN Al all ol gall ae A8

Prerequisite module

None

Semester

Co-requisites module

None

Semester 1

Module Aims, Learning Outcomes and Indicative Contents
A0l yY) il sinall g alacil) il g Al Hall salall Calaad

Module Aims
Jaud Al sald) Calaal

Lﬂﬁgﬁw@iﬂ\g)ﬂ&\j%d@ﬁ}ﬁmwb\ﬂ?@ﬁ\Jg#ulcﬁjw\a&g_h@
O3Sy o allall | 2 A5 JAaY) 5 3ea) 55801 | 43S el Aallaal) 3as 5 & jlers
il 5 de it alae) Jiad aladinl Je ) ild 5 Sla slaall Jiiad (oalae Ld8la e | ol
, Aaal) G sulal) Aadai¥ 4 jlerall (ailiadll ol agd alUal) CasiSy Cogun | Liayl agia
Al el Qi g kil dadie gy LS | Apaall 5 HSIAN apdas 5 Ja) ol jluse I 8 Loy

Module Learning Losmlall Jual g Al Cgulall ¢l 3a) 1
Outcomes Lblal) i (Gaal g slael) @il Jia 2
Feansill 5 oyl 5 2l pand) Jie o sulall Lol o gy ) Cilleall aal 3
Loyl salall alail il yia AU s A 5 (5 5A1) 8 e gy Sl A5 4
Indicative Contents wm ‘_M; . ‘fh - . Q\;\fa -1
1als ) el | U“‘J'ﬂ\ ic\d Lf ‘d:mﬂ(\} t_lbg).lﬂ\ _2
ALY s e 530650 A 5 ISV 8 gl 5 palemall (mny I Ul sl ) -3
Learning and Teaching Strategies
paladll 5 aladl) Claasd) yid
<l ealaal) oAl Al k-]
.Student Center -2
.(Team Project 43l puladll) -3
Strategies (el i sWork shop ) -4
(el apall Jaly 5 5 L) (Learning Technologies on Campus) -5
Lelndal g sl el n AUS PR (e (0l &1l experiential learning) -6
Lol sia 4 g
Student Workload (SWL)
llall _wl jall Jaall
Structured SWL (h/sem) 100 Structured SWL (h/w) 2
dhadl) A Qi alind) ol all Jaal) bie s Gl altiall o Hall Jaall
Unstructured SWL (h/sem) Unstructured SWL (h/w)
sl J3A Clall diiall pue a5l Jaal) L saud Calllall i) el Jaall
Total SWL (h/sem) 100
il J3a lldall SN a5l Jaal)
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Module Evaluation

Al ) Balall s
Time/Nu Weight (Marks) Week Due Relevant Learning
mber Outcome

Quizzes 2 10% (10) 5,10 LO #1,2,10and 11
Formative Assignments 2 10% (10) 2,12 LO#3,4,6and 7
assessment | Projects / Lab. 1 10% (10) Continuous

Report 1 10% (10) 13 LO #5,8and 10
Summative | Midterm Exam 2 hr 10% (10) 7 LO#1-7
assessment | Final Exam 2hr 50% (50) 16 All
Total assessment 100% (100 Marks)

Delivery Plan (Weekly Syllabus)
@bl o ) rleial

Material Covered

Introduction to Computer Organization, Computer Generations and Computer Categories.

Week 2 Al Ggulad) ¢
Main computer parts

Week 3 i) Jias
Data Representation

Week 4 | bl sulall cililee
Arithmetic Computer Operations

Week 5 Sl 0585

Data Storage

Week 6 | %55 P sdall Jsasll s SIS
RAM

Week 7 g 5l g Jasd 3¢ yall 5 SID
ROM

Week8 | 1.4 1) i)

Week 9 | i ) dda¥y) o o sl

Week 10 | 2. )1 Ladai¥) pe o sulall Jelat 4<

Week 11 | ;) .Uai Cajail

Week 12 | (sl d cilleall 510 44K e oyl

Week 13 eaddll G gulall e 8 35 Hh e b palas

Week 14 | il dale danl ja

Week 15 | Final Exam
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Delivery Plan (Weekly Lab. Syllabus)
D88l e ) gl
Material Covered
Week 1 | Juxddl oUai e dadia
Week 2 ARINE I CON| C_Lu.u (_Ac u)’ul\
Week 3 Jarl) eLL:’ c«\)';i e il
Week 4 wgﬁ}\&h&y}ﬁh@qb}&hﬁa
Week 5 JJ}}X\GJQQJJ::\M
Week 6 JJJ}HE;LL:SQJc&AcéELS
Week 7 JJ}}“ eLL-\ ‘59 d}‘dﬂ\ JAC
Week 8 JJJ}S\‘;—QUA}AA}M‘_ACL_'Q)J\
Week 9 dilial et A8lial g (i) Buwd
Week 10 | dcluball cliwaiiy caldl 2elly
Week 11 | Jshally ) sall #1)l Gudad sl
Week 12 | 254l (& a8 5ill Gausd
Week 13 | 254 43 alal anlaill Gui
Week 14 | Wil g dans ) oSl dells s Jae <ol il
Week 15 | Mid Exam
Learning and Teaching Resources
w).ﬁ.“j ?L.ﬂ\ J.JLAA
Text Available in
¢ the Library?
- GLAM‘ 2\-.\&“ e Ry of Nt
ISBN s bizal) 28 ,1) il o) DAl e | caligall ol gt
9781718500662
9781718500679 Matthew No How
, 2020024168 Justice 2020 Starch Computers
,2020024169 Press Really Work
1718500661
;9780134997193 Global Computer
,1292420103 William 2021 Edition- Organizatio
Required Texts ,9781292420103 Stallings Pearson | ™ and
9781292420080 Carson | architecture
The
Essentials of
,9781284259445 Jones & (C)?mzlilzte;
2022062125 LindaNull | 2023 | Bartlett | ° agrf‘d ano
9781284259438 Learning Architecture
, Sixth
Edition
Recommended
Texts
Websites
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APPENDIX:

GRADING SCHEME

Group Grade paail) Marks (%) | Definition

A - Excellent Ll 90 - 100 Outstanding Performance

B - Very Good [AENRTEN 80 -89 Above average with some errors
Success Group -
(50 - 100) C —Goc_)d 2> 7079 So_und WOI:k Wlth notable erro_rs

D - Satisfactory b sia 60 — 69 Fair but with major shortcomings

E - Sufficient J e 50-59 Work meets minimum criteria
Fail Group FX - Fail Ol J s | (45-49) More work required but credit awarded
(0-49) F — Fail <l | (0-44) Considerable amount of work required
Note:

gol:dl Cazedlly Jladl @il 8139 ‘3 83950l Olawd Dyade 8 (po Aoy daspg o3 Z3904! I :dda>He
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MODULE DESCRIPTOR FORM

Module Information
Al 5l Bl e gl

Module Title Computer Skills Module Delivery
Module Type CORE
Theory
Module Code UOBAB0604022 Lecture
ECTS Cl‘edits 6 Seminar
SWL (hr/sem) 150
Module Level 1 Semester of Delivery 2
Administering Department Computer Science | College | College of Science for Women
Module Leader | Ahmed Mohammed Hussein e-mail wsci.ahmed.mohammed@uobabylon.ed
u.ig
Module Leader’s Acad. Title Assist. Prof. MOdl.ll.e Le:ader S PhD
Qualification
Module Tutor None e-mail None
Peer Reviewer Name e-mail
Review Committee Approval 2024-02-29 Version Number
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Relation With Other Modules
AN Al all ol gall ae A8

Prerequisite module

None Semester

Co-requisites module

None Semester

Module Aims, Learning Outcomes and Indicative Contents

A0l yY) il sinall g alacil) il g Al Hall salall Calaad

Module Aims
Jaud Al sald) Calaal

Lﬂﬁgﬁw@iﬂ\g)ﬂ&\j%d@ﬁ}ﬁmwb\ﬂ?@ﬁ\Jg#ulcﬁjw\a&g_h@
O3Sy o allall | 2 A5 JAaY) 5 3ea) 55801 | 43S el Aallaal) 3as 5 & jlers
il 5 de it alae) Jiad aladinl Je ) ild 5 Sla slaall Jiiad (oalae Ld8la e | ol
, Aaal) G sulal) Aadai¥ 4 jlerall (ailiadll ol agd alUal) CasiSy Cogun | Liayl agia
Al el Qi g kil dadie gy LS | Apaall 5 HSIAN apdas 5 Ja) ol jluse I 8 Loy
S... :-w“.

Module Learning
Outcomes

Aol pal) Balall aladl) s A

e il 5 ) sidinll J gum sll 5_SI3

Ltk g s 438 5al) 3 SIAN e 5il o aid 5e) jall 5 <1
Lt 5 5 Al 38V 5 ,SI

ZIoAYs JAaY) 5 jeal 5 2V A M)

Mwik

Indicative Contents

ol clals c(;'i\.d ?Lu ‘Clel @ -]

Y il e 3308 25 g YD gl 5 pobadl) ians N Ul oLi )l -3
Learning and Teaching Strategies
sl g alail) ol i
) paladl) olal) 2y yh -]
.Student Center -2
.(Team Project dx3all awalaall) -3
Strategies (Jed) i, sWork shop ) -4
(o= o all Jala S5 ) Gl (Learning Technologies on Campus) -5
Lokl s o gula el AUS JBA (40 (a2l o123l experiential learning) -6
APKENJERREPEPY
Student Workload (SWL)
Callall ol 5l Jasl
Structured SWL (h/sem) 100 Struc}ured SWL (h/w) 2
Jeal) JBa llall alstil) ol al) Jeal e sondd Ul adiial) l 50l Janl
Unstructured SWL (h/sem) Unstructured SWL (h/w)
dhaidl) A llall aliidd) jee ol Hal) Jasd) Lo saad calldall alaiiall e ol 5all Jaall
Total SWL (h/sem) 100
Jeal) J3a llall IS s 5l Jes)
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Module Evaluation

Al ) Balall st
Time/Nu Weight (Marks) Week Due Relevant Learning
mber Outcome

Quizzes 2 10% (10) 5,10 LO #1,2,10 and 11
Formative Assignments 2 10% (10) 2,12 LO#3,4,6and 7
assessment | Projects / Lab. 1 10% (10) Continuous

Report 1 10% (10) 13 LO #5,8and 10
Summative | Midterm Exam 2 hr 10% (10) 7 LO#1-7
assessment | Final Exam 2hr 50% (50) 16 All
Total assessment 100% (100 Marks)

Delivery Plan (Weekly Syllabus)

@b e pul) el
Material Covered
Week 1 | 3all 3 SIAl
Memory Cache
Week 2 | 3all 3 SIAl
Memory Cache
Week 3 | A=lmyl s SI
Virtual Memory
Week 4 | A=Yl s 81
Virtual Memory
Week5 | oY%l
Motherboard
Week 6 Jiaay! B)’@A.\
Input Devices
Week 7 gAY 8 e
Output Devices
Week 8 | il ¢l pualadl (e el jlial
Week 9 Cilaatall g 25LE
Monitors and Printers
Week 10 | <& ?u“" G Aadia .
Introduction to Operating System
Week 11 | ASCII Code
Week 12 | ¢='5s Slalld
Microprocessor
Week 13 | sl ¢ jall Csulal) Ailua (e 5 junlas
Week 14 | Class Assignment
Week 15 | \jjd Exam
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Delivery Plan (Weekly Lab. Syllabus)
D88l e ) gl

Material Covered

Week 1 | SV (e dadia

Week 2 | JuSOU s )l dgal ol Lle il

Week3 | JuSYL Aalall Jisall Lle ool

Week 4 | JoSY) alai b Jglall ae dabeill 48 e o yail

Week 5 | JuS¥) ollai e e Gaulas

week6 L@A.\JJ\} e}u})&\ é;\.m.\j

Week 7 4 g pall dalell Abibaa) Jee

Week 8 | JusY Ggukai (e <l Ll

Week 9 | Cig)all (e dadia

Week 10 «Lx&gﬁJ}J\eLEs‘;JgM\;LﬁH\,ﬁ:\Séchdl

Week 12 | &g sl ol e e galas

Week 13 | Ciagsall (8 odli e 3 pialas Jy i 48

Week 14 | syl Gudai e <l il

Week 15 | Mid Exam

Learning and Teaching Resources
L).\;:a)ﬂ\} (-Ja;m JJLAAA

Text Available in
ex the Library?
@ Jbmall 28 ) ¢ la) Fow o oy .
: - - ilgall o
ISBN Oilaall | ¥ | a sl ol
,9811656614 | Shuangb o §D Computer Architecture and
9789811656 | ao Paul § £ Organization: Fundamentals
. 613 Wang & and Architecture Security
Required Texts
David A. c Computer Organization and
0128203315 | Patterson | o | § € puter reaniza
I W g Design RISC-V Edition: The
9780128203 | ,John L. o 5 &£
316 Henness ~ s 3 Hardware Software Interface,
y ~ Second Edition
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,1498772714
9781498772 9 c ; hitecture:
716 Joseph D. = g fund:r;nepnlfcai ::fd I fi(rzlcl:rTéS of
1498772722 | Dumasll | & | © P
9781498772 O P &
723
Recommended
Texts
Websites
APPENDIX:
GRADING SCHEME
Group Grade sl | Marks (%) | Definition
A - Excellent Dlial 90 — 100 Outstanding Performance
B - Very Good laa na | 80-89 Above average with some errors
Success Group d d K with ol
(50 - 100) C -Goo RYEN 70-79 Sound work with notable errors
D - Satisfactory das gia 60 — 69 Fair but with major shortcomings
E - Sufficient Jsie 50 -59 Work meets minimum criteria
Fail Group FX - Fail D& Jsia | (45-49) More work required but credit awarded
(0-49) F — Fail wl ) | (0-44) Considerable amount of work required
Note:

ol Sedly Jladl odaidl 8539 (§ Bagand! Olawd duyahe J8 (po dogdiilg dapg o5 3 gaid! I 1dlas>de
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MODULE DESCRIPTOR FORM

Module Information
Al 5l Bl e gl

Module Title Microprocessor and Assembly Language Module Delivery
Module Type CORE

Theory
Module Code

Lecture
ECTS Credits Seminar
SWL (hr/sem) 60 4clus
Module Level 1 Semester of Delivery 1
Administering Department Computer College | Computer Science for Women
Module Leader | Hussein A. Lafta e-mail wsci.husein.attia@uobabylon.edu.iq
Module Leader’s Acad. Title Prof. Dr. MOdl.ll.e Le_ader S Phd

Qualification

Module Tutor Hussein A. Lafta
Peer Reviewer Name e-mail

Review Committee Approval

Version Number
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Relation With Other Modules
AN Al all ol gall ae A8

Prerequisite module

NONE Semester 1

Co-requisites module

NONE Semester 1

Module Aims, Learning Outcomes and Indicative Contents

45 Y1 il ginall g alail) il g A all salall Calaaf

Module Aims
Jau) Al sald) Calaal

This unit guide is intended to provide a general idea of the teaching content and
assessment criteria for the unit entitled Microprocessor. General aims are to
provide an understanding of the operation of microprocessors and their
interfacing components, and to offer essential design considerations in
Microprocessor and Computer Interfacing applications. Microprocessors and
Interfacing deals with the general principles of microprocessor design and
interfacing by looking at the Intel 8086 microprocessor and its associated
peripheral interface chips. Programming the microprocessor is done using the
TASM assembly language on the PC. This is done to emphasis the sequence of
operations of software code and their implications on the hardware. The unit
deals with microprocessor architecture, operation of registers and data
manipulation as well a program control

Module Learning
Outcomes

Aol pal) Balall aladl) Sl 3

By the end of the course, students will be able to:

1- Understand components of the computers, microprocessors.

2- Know how to approach and undertake microprocessor development.

3- Learning role of CPU, registers, buses.

4- Know how interface memory and peripheral devices to a microprocessor.

5- Learning addressing modes (Immediate, direct, extended, indexed,
indexed-indirect, and relative addressing modes).

6- Know the architecture of the 80x86-type microprocessor. Its capabilities
and limitation and how it fits in with modern computers.

7- Understanding the function of each pin in 8086 microprocessors.

8- Learning interrupt vectors, interrupt process, interrupt priorities, external
and advanced interrupts

9- Learning how to write program in assembly language using TASM.

Indicative Contents
Lals Y il sisall

This unit guide is intended to provide a general idea of the teaching content and
assessment criteria for the unit entitled Microprocessor. General aims are to
provide an understanding of the operation of microprocessors and their
interfacing components, and to offer essential design considerations in
Microprocessor and Computer Interfacing applications. Microprocessors and
Interfacing deals with the general principles of microprocessor design and
interfacing by looking at the Intel 8086 microprocessor and its associated
peripheral interface chips. Programming the microprocessor is done using the
TASM assembly language on the PC. This is done to emphasis the sequence of
operations of software code and their implications on the hardware. The unit
deals with microprocessor architecture, operation of registers and data
manipulation as well a program control.
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Learning and Teaching Strategies

adal 5 alal) i) siud

1- Use smart screens in addition to regular whiteboards.
2- Display the lecture on the university website, as well as on the
college and department websites.

Strategles 3- Focus on discussion groups between professors and students.
4- Encourage self-learning and help students draw conclusions.
5- Emphasize competition among students.
Student Workload (SWL)
lUall _ud jall Jeall
Structured SWL (h/sem) Structured SWL (h/w)
dhadl) A Qlall alind) ol all Jaal) Lo saud calldall alaiiall sl 5all Jaall
Unstructured SWL (h/sem) Unstructured SWL (h/w)
daail) oA lldall aliiiall jee ol Hall Jaal) Lo sasl calldall alaiiall e ol 5ol Jaall

Total SWL (h/sem)
Juadll JMa Ul IS ol 5l Jasl

Module Evaluation

Al ) 2Ll g
Time/Nu Weight (Marks) Week Due Relevant Learning
mber Outcome

Quizzes 3 10 3,6,8
Formative Assignments 3 10 2,4,7
assessment | Projects / Lab. 1 10 10

Report 1 10 3
Summative | Midterm Exam 2hr 10 7
assessment | Final Exam 3h 50 16
Total assessment 100
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Delivery Plan (Weekly Syllabus)

@bl e pul) el
Material Covered
Week 1 Introdl_lcti_on and History of Microprocessors; Basic Block Diagram of a computer;
Organization of Microprocessor Based System; Bus Organization.
Week 2 | Stored program Concept and Von Neumann Machine; Processing Cycle of a
Stored Program Computer
Week 3 | Microinstructions and Hardwired/Microprogrammed Control Unit ; Introduction to
Register Transfer Language
Week 4 | Internal Architecture and Features of 8086 Microprocessor ; BIU and Components;
EU and Components
Week 5 | EU and BIU Operations; Segment and EU and BIU Operations; Segment and
Offset Address
Week 6 Move,XChange,Push,Pup
Week 7 ADD,SUB Instructions
Week8 | First Exam
Week9 | AND, OR, XOR, NOT Instructions
Week 10 | shift and rotate instructions
Week 11 | Review
Week 12 | Simple Programs for Arithmetic,
Logical, String Input/Output
Week 13 | Design and implement (Simple Project
Week 14 | pesign and implement (Simple Project )
Week 15 | second Examination
Delivery Plan (Weekly Lab. Syllabus)
idall e gl #lgiall
Material Covered
Week 1 | Setting up the emu8086 simulation
Week 2 | the concept of Assembly Language
Week 3 | Practical basic on assembly language
Week 4 | learn to build a code using emu8086 simulation
Week 5 | Learn to create code for data transfer instruction set
Week 6 | Learn to create code for data transfer instruction set
Week 7 | Learn to convert from Assembly language to machine language
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Week 8 | Learn to convert from Assembly language to machine language
Week 9 | Learn to create code for arithmetic and logical instruction set
Week 10 | Learn to create code for arithmetic and logical instruction set
Week 11 | Learn to deal with variable and array in emu8086 simulation
Week 12 | Learn to deal with variable and array in emu8086 simulation
Week 13 | Learn to create code for rotate and shift instruction set
Week 14 | Learn to create code for rotate and shift instruction set
Week 15 | implemented a code for preparing to the final exam
Learning and Teaching Resources
w‘)ﬂb (A:uj\ )JLAA
Text Available in
the Library?
1. John Uffenbeck, The 8086Design, Programming and Interfacing.
2012.
Required Texts 2-Barry B. Brey, " The Intel Microprocessors 8086/8088, 80186/80188,
80286, 80386, 80486, Pentium, and Pentium Pro Processor rchitecture,
Programming, and Interfacing, 6th Edition, Prentic-Hall Inc., 2003.
Complete Notes of Microprocessor with Tutorials and Solutions [1]
Published by Raju Dawadi at January 7, 2016
Recommended
Texts . . . .
J. T. Streib, Guide to Assembly Language: A Concise Introduction, [2]
Springer-Verlag London Limited, 2011
Websites . http://www.emu8086.com
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APPENDIX:

GRADING SCHEME

Group Grade paail) Marks (%) | Definition

A - Excellent Ll 90 - 100 Outstanding Performance

B - Very Good [AENRTEN 80 -89 Above average with some errors
Success Group -
(50 - 100) C —Goc_)d 2> 70-79 So_und WOI:k Wlth notable erro_rs

D - Satisfactory b sia 60 — 69 Fair but with major shortcomings

E - Sufficient J e 50-59 Work meets minimum criteria
Fail Group FX - Fail D& J s | (45-49) More work required but credit awarded
(0-49) F — Fail <l | (0-44) Considerable amount of work required
Note:

gol:dl Cazedlly Jladl @il 8139 ‘3 83950l Olawd ryade 8 (o douddilg dasdg o3 Z39e4! RV-SP1EER
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MODULE DESCRIPTOR FORM

Module Information
Al 5l Bl e gl

Module Title Logic Design Module Delivery
Module Type CORE

Theory
Module Code

Lecture
ECTS Credits Seminar
SWL (hr/sem) 60 4clus
Module Level 2 Semester of Delivery 2
Administering Department Computer College | Computer Science for Women
Module Leader | Hussein A. Lafta e-mail Wsci.husein.attia@uobabylon.edu.iq
Module Leader’s Acad. Title Prof. Dr. MOdl.ll.e Le_ader S PhD

Qualification

Module Tutor Hussein A. Lafta
Peer Reviewer Name e-mail

Review Committee Approval

Version Number
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Relation With Other Modules
AN Al all ol gall ae A8

Prerequisite module

NONE Semester

Co-requisites module

NONE Semester

Module Aims, Learning Outcomes and Indicative Contents
45 Y1 il ginall g alail) il g Al al) salall Calaa

Module Aims
Al Hall alal) Calaal

1.

Able to perform the conversion among different number systems; Familiar

with basic logic gates -- AND, OR & NOT, XOR, XNOR; Independently or

work in team to build simple logic circuits using basic.

. Understand Boolean algebra and basic properties of Boolean algebra; able to
simplify simple Boolean functions by using the basic Boolean properties.

. Able to design simple combinational logics using basic gates. Able to optimize
simple logic using Karnaugh maps, understand "don t care".

. Familiar with basic sequential logic components: SR Latch, D Flip-Flop and
their usage and able to analyze sequential logic circuits.

. Understand finite state machines (FSM) concept and work in team to do
sequence circuit design-based FSM and state table using D-FFs.

. Familiar with basic combinational and sequential components used in the

typical data path designs: Register, Adders, Shifters, Comparators; Counters,

Multiplier, Arithmetic-Logic Units (ALUs), RAM. Able to do simple register-

transfer level (RTL) design.

Able to understand and use one high-level hardware description languages

(VHDL or Verilog) to design combinational or sequential circuits. 8.

Understand that the design process for today s billion-transistor digital systems

becomes a more programming-based process than before and programming

skills are important.

Module Learning
Outcomes

ol Hal) Balall aladl) s 3

v" The student should understand encoder, decoder and multiplexers.
v" The student should understand flip-flops and how to use them.

v" The student should understand registers and their types.

v" The student should understand counters and their types.

v The student should understand ROM and PLA implementation.

Indicative Contents

This course covers the logic design advanced concepts. It starts with
combinational logic circuit design. From these designs are adder and subtractor.
This course also covers the explanation of different circuit such as decoder,

Lala Y el sinal) ) .
encoder and multiplexers. At the end of course, the flip-flop, latches and counter
are covered.
Learning and Teaching Strategies
addatl] g aladl) laas) i
) v" The student should use utilities in the lab to apply scientific experiment.
Strategies

v" The ability to design a logic circuit.
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Student Workload (SWL)

Ul a5l Jesl

Structured SWL (h/sem)

Jomdl) I8 Ll il o yall Jaal

Structured SWL (h/w)
Lo sal calldall aliiall sl 5l Jaall

Unstructured SWL (h/sem)

Jomill JI& QU plill e ol 5 Jasll

Unstructured SWL (h/w)
Lo saud allall aliiiall e ol 5all Jasll

Total SWL (h/sem)
Jeal) & Ul IS a5l sl

Module Evaluation

aﬂ*ut):ﬂ\ﬁdkai\eégﬁ
Ti N Rel tL i
ime/Nu Weight (Marks) Week Due elevant Learning
mber Outcome
LO #1, #2 and #10,
Quizzes 2 10% (10) 5and10 | o
:;’::;:;‘1‘;’“ Assignments 2 10% (10) 2and 12 | LO #3, #4 and #6, #7
Projects / Lab. 1 10% (10) Continuous | All
Report 1 10% (10) 13 LO #5, #8 and #10
Summative | Midterm Exam 2hr 10% (10) 7 LO #1 - #7
assessment | Final Exam 3hr 50% (10) 16 ALL
Total assessment 100%

Delivery Plan (Weekly Syllabus)

@B e pul) el

Material Covered
Week1 | NUMBERS USED IN DIGITAL ELECTRONICS
Week2 | BASIC LOGIC GATES
Week3 | OTHER LOGIC GATES
Week4 | SIMPLIFYING LOGIC CIRCUITS: MAPPING
Week5 | Offset Address
Week6 | SIMPLIFYING LOGIC CIRCUITS: MAPPING
Week7 | Karnaugh Maps
Week 8 | CODE CONVERSION
Week9 | BINARY ARITHMETIC AND ARITHMETIC CIRCUITS
Week 10 | FLIP-FLOPS AND OTHER
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MULTMBRATORS
Week 11 | COUNTERS
Week 12 | pyrallel Counters
Week 13 | EXAMINATION
Week 14 | 5H|FT REGISTERS
Week 15 | MICROCOMPUTER MEMORY

Delivery Plan (Weekly Lab. Syllabus)
>#$Aﬂ<§cJ&uY\Eﬁ§LM

Material Covered
Week1 | number conversation
Week2 | And,OR,NOT GATES REPRESENTATION
Week3 | NAND,NOR,XOR REPRESENTATION
Week4 | NAND,NOR,XOR REPRESENTATION
Week 5 | Karnaugh Maps REPRESANTAION
Week 6 | CODE CONVERSION REPRESANTATION
Week 7 | BINARY ARITHMETIC AND ARITHMETIC CIRCUITS REPRESANTATION
Week 8 | SR FF REPRESANTATION
Week9 | COUNTERS (SERIAL COUNTER) REPRESANTATION
Week 10 | Parallel Counters REPRESANTATION
Week 11 | EXAMINATION
Week 12 | SHIFT REGISTERS REPRESANTAION
Week 13 | MICROCOMPUTER MEMORY REPRESANATION
Week 14 | Design n-bits Adder Subtractor
Week 15 | Design circuit for converting from gray code to binary using XOR Gates.

Learning and Teaching Resources
u.u...\).lﬂ\} (J’_ﬂ\ ).ALAA
Text Available in
ex the Library?
1. John Uffenbeck, The 8086Design, Programming and Interfacing. 2012.
. 2. Barry B. Brey, " The Intel Microprocessors 8086/8088, 80186/80188,
Required Texts

80286, 80386, 80486, Pentium, and Pentium Pro Processor architecture,
Programming, and Interfacing, 6th Edition, Prentic-Hall Inc., 2003.
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1. Complete Notes of Microprocessor with Tutorials and Solutions
Published by Raju Dawadi at January 7, 2016.
Recommended
Texts 2. J. T. Streib, Guide to Assembly Language: A Concise Introduction,
Springer-Verlag London Limited, 2011.
Websites http: //www.emu8086.com
APPENDIX:
GRADING SCHEME
Group Grade padil) Marks (%) | Definition
A - Excellent bl 90 - 100 Outstanding Performance
B - Very Good [AENKYEN 80 -89 Above average with some errors
(SSUOC‘_:?SO()B roup C -Good ATEN 70-79 Sound work with notable errors
D - Satisfactory DA 60 — 69 Fair but with major shortcomings
E - Sufficient Jsa 50 - 59 Work meets minimum criteria
Fail Group FX — Fail D& Jsia | (45-49) More work required but credit awarded
(0-49) F — Fail wl ) | (0-44) Considerable amount of work required
Note:

gda.ll Cazedlly Jladl @il 839 ‘3 83950l Olawd Dyade 8 (po dogudilg dasdg o Z39e4! I rdlas>dle
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Ministry of Higher Education and
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University of Babylon
College of Science for Women
Computer Science

MODULE DESCRIPTOR FORM

Module Information
Al 5l Bl e gl

Module Title Data Structures Module Delivery
Module Type CORE = Theory Lecture
Module Code | UOBABCOM21014 * Particular Lecture
= Project

ECTS Credits | 5 rojee
SWL (hr/sem) 125
Module Level 2 Semester of Delivery 1
Administering Department Computer Science | College | College of Science for Women

samaher@uobabylon.edu.iq
Module Leader | | Tof Dr-Samaher Al-Janabi e-mail | samaher@itnet.uobabylon.edu.ig

Module Leader’s

Module Leader’s Acad. Title Prof. Qualification Ph.D
Module Tutor None e-mail None
Peer Reviewer Name e-mail

Review Committee Approval 15/09/2024 Version Number
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Relation With Other Modules
6 DAY Al all 3 sall ae A8l

Prerequisite module

None Semester

Co-requisites module

None Semester

Module Aims, Learning Outcomes and Indicative Contents

4L5 Y1 il ginall g alail) il g A al) salall Calaa

Module Aims
Jaad Al salal) Calaa

The typical data structures course, which introduces a collection of fundamental
data structures and algorithms, can be taught using any of the different
programming languages available today. In recent years, more colleges have
begun to adopt the Python language for introducing students to programming
and problem solving. Python provides several benefits over other languages
such as C++ and Java, the most important of which is that Python has a simple
syntax that is easier to learn. This book expands upon that use of Python by
providing a Python-centric text for the data structures course. The clean syntax
and powerful features of the language are used throughout, but the underlying
mechanisms of these features are fully explored not only to expose the \magic"
but also to study their overall For a number of years, many data structures
textbooks have been written to serve a dual role of introducing data structures
and providing an in-depth study of object-oriented programming (OOP). In
some instances, this dual role may compromise the original purpose of the data
structures course by placing more focus on OOP and less on the abstract data
types and their underlying data structures. To stress the importance of abstract
data types, data structures, and algorithms, we limit the discussion of OOP to
the use of base classes for implementing the various abstract data types. We do
not use class inheritance or polymorphism in the main part of the text but instead
provide a basic introduction as an appendix. This choice was made for several
reasons. First, our objective is to provide a \back to basics" approach to learning
data structures and algorithms without overwhelming the reader with all of the
OOP terminology and concepts, which is especially important when the
instructor has no plans to cover such topics. Second, different instructors take
different approaches with Python in their first course.

1. focus on the known data structures and algorithms, also designing the
examples to allow the introduction of object-oriented programming if so
desired.

2. data structures are introduced, with the major details contained in
individual sections.

3. Understuend the main principle of Python.

e Prerequisites

This course assumes that the student has completed the standard introduction
to programming and problem-solving course using the Python language.
Since the contents of the first course can differ from college to college and
instructor to instructor, we assume the students are familiar with or can do
the following:

v' Design and implement complete programs in Python, including the use of
modules and namespaces
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v Apply the basic data types and constructs, including loops, selection
statements, and subprograms (functions)

v" Create and use the built-in list and dictionary structures

v Design and implement basics classes, including the use of helper methods
and private attributes

Module Learning
Outcomes

ol Hal) Balall aladl) s 3

Understanding Fundamental Concepts

= Define Data: Explain the concept of data and its significance in computing.

= Define Information: Distinguish between data and information, emphasizing how data
becomes meaningful when processed.

= Define Algorithm: Describe what an algorithm is and its role in problem-solving
within data structures.

= Define Data Structure: Understand the definition of data structures and their
importance in organizing and managing data efficiently.

Arrays
= One Dimensional Array: Describe the structure and use cases of one-dimensional
arrays.
= Two Dimensional Arrays: Explain the concept and applications of two-dimensional
arrays.

= Three Dimensional Arrays: Understand three-dimensional arrays and their
representation.
= Triangular Matrix: Define triangular matrices and discuss their applications.
= Representation of Arrays: lllustrate different methods for representing arrays in
memory.
Stack & Notations
= Stack: Define stacks, including their properties and operations.
= Main Applications of Stack: Identify and explain various applications of stacks in
computing, such as expression evaluation and backtracking.
= Algorithm of Stack: Outline algorithms for common stack operations (push, pop,
peek).
= Conversion of Infix Expression to Reverse Polish Notation: Explain the process of
converting infix expressions to Reverse Polish Notation using stacks.
Queues
= Simple Queue: Define simple queues and their operations.
= Algorithm Insert of Queue: Describe the algorithm for inserting elements into a
queue.
= Algorithm Delete of Queue: Explain the deletion algorithm for queues.
= Circular Queue: Define circular queues and their advantages over simple queues.
= Algorithm Insert of Circular Queue: Outline the insertion algorithm specific to
circular queues.
=  Algorithm Delete of Circular Queue: Describe the deletion process for circular
queues.
Linked Structures
= Static Structures: Define static linked structures and their characteristics.
= Dynamic Structures: Explain dynamic linked structures and how they differ from
static ones.
= Pointers: Discuss the role of pointers in linked structures.
= Linked List: Describe linked lists, their types, and uses.
= Algorithm Insert Element to the Start of Linked List: Outline the algorithm for
inserting an element at the beginning of a linked list.
= Algorithm Insert Element to the Middle of Linked List: Explain how to insert an
element in the middle of a linked list.
= Algorithm Insert Element to the End of Linked List: Describe the process for
adding an element at the end of a linked list.
Types of Linked Structures
= Linked Stack: Define linked stacks and discuss their implementation.
= Linked Queue: Explain linked queues and their advantages over simple queues.
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= Circular Linked List: Describe circular linked lists and their applications.
= Double Linked List: Discuss double linked lists, including their structure and uses.
Graphics
= Definition of Graph: Define what a graph is in computer science terms.
= Types of Graphs:
v" Undirected Graph: Explain undirected graphs.
v" Directed Graph: Describe directed graphs.
=  Graph Representation: Discuss various methods for representing graphs, including
adjacency matrices and adjacency lists.
Types of Edges
= Primary Path: Define primary paths within graphs.
= Simple Path: Explain what constitutes a simple path in graph theory.
=  Compound Path: Discuss compound paths and their characteristics.
= Circular Path: Define circular paths within graphs.

= Tree Types: Identify different types of trees used in data structures.
= Transformation of a General Tree into Binary Tree: Explain how to convert
general trees into binary trees.
= Tree Traversing Techniques:
v Level by Level Traversing: Describe level-order traversal.
v Preorder Traversing: Explain preorder traversal method.
v In-order Traversing: Discuss in-order traversal.
v' Post-order Traversing: Outline post-order traversal technique.
Tree Representation
= General Tree Representation:
v" Max Number of Branches: Discuss constraints on branches in general trees.
v" Two Pointers (Sun, Brother): Explain pointer representation for general trees.
v" Three-Pointers (Sun, Brother, Father): Describe advanced pointer
representation techniques.
= Binary Tree Representation:
v" One Dimension Array: Illustrate binary tree representation using one-
dimensional arrays.
Two Dimensions Array: Discuss two-dimensional array representations.
Two Pointers (Left Child, Right Child): Explain binary tree node
representation using two pointers.
v Three Pointers (Left Child, Right Child, Father): Discuss advanced binary
tree node representation techniques.

v
v

Indicative Contents
ali ;Y1 iy giaall

1. Fundamental Concepts
= Data: Definition and significance in computing.
= Information: Distinction between data and information.
= Algorithm: Role and definition of algorithms in problem-solving.
= Data Structure: Importance and definition of data structures.
2. Arrays
¢ One Dimensional Array: Structure, representation, and use cases.
e Two Dimensional Arrays: Concept, applications, and representation.
e Three Dimensional Arrays: Understanding and representation.
e Triangular Matrix: Definition, properties, and applications.
e Representation of Arrays: Methods for representing arrays in memory.
3. Stack & Notations
e Stack: Definition, properties, and operations.
e Main Applications of Stack: Use cases in computing (e.g., expression evaluation).
e Algorithm of Stack: Push, pop, and peek operations.
¢ Infix to Reverse Polish Notation Conversion: Process and algorithms involved.
4. Queues
e Simple Queue: Definition, operations, and applications.
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Insert Algorithm for Queue: Detailed algorithm for inserting elements.
Delete Algorithm for Queue: Process for removing elements from a queue.
Circular Queue: Definition, advantages, and representation.
Insert Algorithm for Circular Queue: Insertion process specific to circular
queues.
e Delete Algorithm for Circular Queue: Deletion process for circular queues.
5. Linked Structures
e Static Structures: Characteristics and examples.
e Dynamic Structures: Differences from static structures.
e Pointers: Role of pointers in linked structures.
e Linked List: Definition, types, and applications.
e Insert Element at Start: Algorithm for insertion at the beginning.
e [nsert Element in the Middle: Algorithm for middle insertion.
e [nsert Element at End: Algorithm for end insertion.
6. Types of Linked Structures
e Linked Stack: Definition and implementation details.
e Linked Queue: Advantages over simple queues and implementation.
e (Circular Linked List: Structure and applications.
e Double Linked List: Characteristics and uses.
7. Graphics
e Graph Definition: Basic definition of graphs in computer science.
e Types of Graphs:
e Undirected Graph: Characteristics and examples.
e Directed Graph: Characteristics and examples.
e Graph Representation Methods:
e  Adjacency Matrix: Structure and usage.
e Adjacency Lists: Structure and usage.
8. Types of Edges
e Primary Path: Definition and characteristics.
e Simple Path: Explanation of simple paths in graphs.
e Compound Path: Characteristics of compound paths.
e Circular Path: Definition and examples.
9. Trees
e Tree Types: Overview of various tree structures (binary trees, AVL trees, etc.).
e Transformation from General Tree to Binary Tree: Process of conversion.
10. Tree Traversing Techniques
o Level by Level Traversing: Explanation of level-order traversal method.
e  Preorder Traversing: Description of preorder traversal process.
e In-order Traversing: Explanation of in-order traversal method.
e  Post-order Traversing: Description of post-order traversal process.
11. Tree Representation
e General Tree Representation Techniques:
e  Max Number of Branches: Constraints on branches in general trees.
e  Pointer Representation: Two pointers (Sun, Brother) and three pointers
(Sun, Brother, Father).
e Binary Tree Representation Techniques:
e  One-Dimensional Array Representation: Structure using arrays.
e  Two-Dimensional Array Representation: Structure using matrices.
e  Pointer Representation: Two pointers (Left Child, Right Child) and three
pointers (Left Child, Right Child, Father).

Learning and Teaching Strategies

palatll 5 aladl) lia] yicd
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1. Interactive Learning Environments
e Utilizing Smart Screens: Incorporate smart screens alongside traditional blackboards
to enhance visual learning. This allows for dynamic presentations, interactive
demonstrations, and real-time engagement with digital content.
2. Online Resources
e Lecture Accessibility: Provide students with access to recorded lectures on the college
website and through the learning management system (Moodle). This enables students
to review materials at their own pace and reinforces learning through repeated
exposure.
3. Collaborative Discussions
e Discussion Sessions: Foster an environment that encourages active participation
through focused discussion sessions between professors and students. This strategy

Strategies promotes critical thinking, allows for clarification of concepts, and enhances
understanding through peer interaction.
4. Promoting Self-Learning
e Encouraging Independent Study: Motivate students to engage in self-directed
learning by providing resources and guidance that help them draw their own
conclusions. This approach cultivates critical thinking skills and fosters a sense of
ownership over their educational journey.
5. Assignments and Activities
e Graded Activities: Assign various activities and projects that relate to the course
content, allocating a percentage of the overall grade for these tasks. This not only
reinforces learning but also encourages students to apply theoretical concepts in
practical scenarios, enhancing their understanding of data structures.
Student Workload (SWL)
il il ol Jaall
Structured SWL (h/sem) 60 Structured SWL (h/w) 4
Jaadl) DA Qlall alaiiall sl all Jaal) Lo saud calldall alaiiall sl 5all Jaall
Unstructured SWL (h/sem) 65 Unstructured SWL (h/w)
ol I Ul il el yall Jaal e soud Ul ) e ol ol Jaal) 4
Total SWL (h/sem) 125
Juadl) P Qllall I il jall el
Module Evaluation
Aaasl ) BLal) s
Time/Nu Relevant Learnin
/ Weight (Marks) Week Due 8
mber Outcome
Quizzes 2 10% (10) 5,10 LO #1,2,10and 11
Formative Assignments 2 10% (10) 2,12 LO#3,4,6and 7
assessment | Projects / Lab. 2 10% (10) Continuous
Report 1 10% (10) 13 LO#5,8and 10
Summative | Midterm Exam 2 hr 10% (10) 7 LO # 1-7
assessment | Final Exam 2hr 50% (50) 16 All
Total assessment 100% (100 Marks)
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Delivery Plan (Weekly Syllabus)

Material Covered
Week 1 Understanding the concepts of data, information, algorithms, and data structures along with their types.
Week 2 | Familiarizing oneself with the types of arrays: one-dimensional, two-dimensional, three-dimensional, and
triangular arrays, as well as methods for representing them in memory.
Week 3 Gaining knowledge about stacks, including algorithms for adding and removing elements, their real-world
applications, and their use in converting between different notation systems.
Week 4 Exploring various types of queues, such as simple and circular queues, and discussing algorithms for adding and
removing elements from different positions (beginning, middle, end).
Week 5 Understanding the fundamental differences between static and dynamic programming.
Week 6 | Discussing algorithms for adding and removing elements from various positions within linked structures
(beginning, middle, end).
Week 7 | Familiarizing oneself with different types of linked structures.
Week 8 | Understanding circular and double linked structures, along with their methods for adding and removing
elements.
Week 9 Conducting the first practical and theoretical exam.
earning about different types of graphs and methods for representing them in memory and on computers
Week 10 | | carning about diff f graphs and methods f ing them i d
Week 11 | Understanding the various types of edges: primary, simple, compound, and complex edges, as well as how to
identify them in any graph.
Week 12 Exploring trees, including how to add elements to them and search for specific elements within them.
Week 13 Learning about different traversal methods for trees.
Week 14 Understanding how to represent general trees and binary trees using dynamic programming.
Week 15 | conducting the second midterm exam.
Week 16 | £yajuating projects designed by each student.
Learning and Teaching Resources
w).ﬁ.“j ?L.ﬂ\ J.JL-.AA
Available in the
Text .
Library?
Required Texts
1. Problem Solving in Data Structures & Algorithms Using
Python, First Edition, By Hemant Jain, 2016
. Data Structures and Algorithms Using Python, Rance D.
2 d Algorith h
Recommended Necaise, Department of Computer Science, College of es
Texts William and Mary, 2011 y
. Main Principle of Python and Real Applications in world ;
3 le of Pyth d Real Appl Id
2023
Websites https://maxwellacademic.wixsite.com/website
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APPENDIX:

GRADING SCHEME

Group Grade paail) Marks (%) | Definition

A - Excellent Ll 90 - 100 Outstanding Performance

B - Very Good [AENRTEN 80 -89 Above average with some errors
Success Group -
(50 - 100) C —Goc_)d 2> 70-79 So_und WOI:k Wlth notable erro_rs

D - Satisfactory b sia 60 — 69 Fair but with major shortcomings

E - Sufficient J e 50-59 Work meets minimum criteria
Fail Group FX — Fail D& J s | (45-49) More work required but credit awarded
(0-49) F — Fail <l | (0-44) Considerable amount of work required
Note:

gol:dl Cazedlly Jladl @il 8139 ‘3 83950l Olawd ipade S8 (o dogudilg dasdg o Z39e4! I rdlas>dle
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Relation With Other Modules
6 AY Al 5l 3) sall ae 28|

Prerequisite module

None Semester

Co-requisites module

None Semester

Module Aims, Learning Outcomes and Indicative Contents
AL5 Y1 il ginall g alil) il g A all salall Calaa

Module Aims
el all salal) Calaal

1.

2.

w

~No

10.

Identify some contributors to computer architecture and organization and
relate their achievements to the knowledge area.

Articulate differences between computer organization and computer
architecture.

Identify some of the components of a computer.

Explain the use of memory hierarchy to reduce the effective memory
latency.

Explain how interrupts are used to implement I/O control and data
transfers.

Be able to design an interface to memory

Understand how to interface and use peripheral chips

Discuss the generation of control signals using hardwired or
microprogrammed implementations.

Explain basic instruction level parallelism using pipelining and the major
hazards that may occur.

Discuss the concept of parallel processing beyond the classical von
Neumann model

Module Learning
Outcomes

ol Hal) Balall aladl) s 3

o~ w e

Learning the basic concepts of computer architecture.

Learn the details of computer architecture types.

Understanding the memory addressing modes.

The student will be able to learn how the address is calculated.

The student will be able to know the memory architecture types and the
difference among these types.

The student will be able to calculate the performance of processor.

Indicative Contents
Lals Y il sisall

6
1
2
3
4.
5.
6
7
8
9

Introduction to Computer Architecture

Basic Computer Organization

Data Representation

Instruction Set Architecture (ISA)

CPU Design and Operation

Memory Hierarchy

Input/Output Systems

Parallel Processing

Performance Measurement and Optimization

10. Emerging Trends in Computer Architecture
11. Case Studies
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Learning and Teaching Strategies

paladll 5 aladl) laasd] yind
1. Lectures
2. Discussion.
Strategies 3. Interaction between the lecturer and the students by questions.
4. Google classroom.
5. Reports, Onsite Assignments, Quizzes, and Online Assignments.
Student Workload (SWL)
le saul 10 o pauna calllall sl al) Jaal
Structured SWL (h/sem) 45 Structured SWL (h/w) 2
Juaadl) 38 allall aBaiiall ol yal) Jeal) L saasl llall i) asl )l Jasll
Unstructured SWL (h/sem) 5o Unstructured SWL (h/w)
il A Ul daiiall e asl ) Jaall L sansl lUall alaiidl) ye sl yall Jaal 1
Total SWL (h/sem) 100
Joaadl) & Callall IS sl ) Jaall
Module Evaluation
d) Hall salal) e.gs.a
Time/Nu Weight (Marks) Week Due Relevant Learning
mber Outcome
Quizzes 10 10%(10) 2to 11 10
Online
) . 3 10%(10) 7and 9 3
Formative | Assignment
assessment | Onsite
. 2 10%(10) 7and 8 2
assignment
Report 5 10%(10) 5t0 10 5
Midterm
i 2hr 10%(1 12 2hr
Summtive | Exam o
Final Exam 3hr 50% (50) 16 3hr
Total assessment 100% (100 Marks)

Delivery Plan (Weekly Syllabus)
@bl e ) zleial

Material Covered

Review of syllabus,

Week 1

Introduction to Computer Architecture. Computer Architecture and Computer Organization.
Week 2 | Instruction Set Architecture (CISC and RISC)
Week 3 | Classifying Instruction Set Architectures
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Week 4 | Memory Addressing: Interpreting Memory Addresses, Addressing Modes.

Week 5 | Type and Size of Operands

Week 6 | Design of CPU Control unit, Microprogrammed vs. Hardwired Control Unit

Week 7 | performance of processor

Week 8 | Instruction Pipelining. Arithmetic Pipelining (Integer and Floating point Multiplication).

Week 9 | Bus Interface, 1/0 channels, 1/0 processor

Wweek 10 | Cache Organization and Operation, Cache references (Direct, Set Associative and Full
Associative). Cache performance.

Week 11 | Multiprocessor Architecture, Interprocessor Communication Networks

Week 12 | Mid exam

Week 13 | Cache Coherence

Week 14 | Agssociative Memory, Content-Addressable Memories, Arithmetic in Memory

Week 15 | Synchronization

Week 16 | Final exam

Learning and Teaching Resources
u.ug)lﬁ\} (-Ja;m JJLAAA

Available in the

Text
ex Library?

[1] J. L. Hennessy and D. A. Patterson, Computer
Required Texts Architecture : A Quantitative approach, 6th edition, No
Morgan Kaufmann Publishers Inc., 2019.

[2] D. M. Harris and S. L. Harris, Digital Design and

Recommended Computer Architecture”, 2nd edition, Elsevier Inc, 2013. No
Texts . . .

[3] W. Stallings, Computer organization and architecture :

designing for performance, 10th edition, 2016.
Websites
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APPENDIX:

GRADING SCHEME

Group Grade paail) Marks (%) | Definition

A - Excellent Ll 90 - 100 Outstanding Performance

B - Very Good [AENRTEN 80 -89 Above average with some errors
Success Group -
(50 - 100) C —Goc_)d 2> 7079 So_und WOI:k Wlth notable erro_rs

D - Satisfactory b sia 60 — 69 Fair but with major shortcomings

E - Sufficient J e 50-59 Work meets minimum criteria
Fail Group FX - Fail Ol J s | (45-49) More work required but credit awarded
(0-49) F — Fail <l | (0-44) Considerable amount of work required
Note:

gol:dl Cazedlly Jladl @il 8139 ‘3 83950l Olawd ipade S8 (o dogudilg dasdg o Z39e4! I :ddas>dle

| Page5




2

1Y,

= e
L

}\)\c-'\-u!w{ ¢

Ministry of Higher Education and
Scientific Research - Iraq
University of Babylon
College of Science for Women
Computer Science

MODULE DESCRIPTOR FORM

Module Information
) 5l 3alal) il slaa

Module Title Programming Fundamentals Module Delivery
Module Type CORE
Theory
Module Code UOBAB0604011
Lecture
ECTS Credits 8 Seminar
SWL (hr/sem) 200
Module Level 1 Semester of Delivery 1
Administering Department | Computer Science College | College of Science for Women
Module Leader | Hadeel Qasem Gheni e-mail wsci.hadeel.gasem@uobabylon.edu.iq
Module Leader’s Acad. Lecturer Module Leader’s
Title Qualification
Module Tutor
Peer Reviewer Name Majid Jabbar Jawad e-mail
el oL Ee 2023-11-05 Version Number
Approval

| Pagel




Relation With Other Modules
AN Al all ol gall ae A8

Prerequisite module

Semester

Co-requisites module

Semester

Module Aims, Learning Outcomes and Indicative Contents
A0l yY) il sinall g alacil) il g Al Hall salall Calaad

Module Aims After completion of this course, the students will be able to understand and
Lol yall salal) alaa) explain the principles of the computer programming.
_ Knowledge outcomes

Module Learning 1. The student can describe the algorithm.
Outcomes 2. The student can understand the nature of programming.

3. The student can describe programming languages
Al Dl saball alail) il j3a 4. The student can write a programming code.

1. Using smart screens in addition to regular blackboards.

2. Displaying the lecture on the university website as well as on the college and

Indicative Contents depart_ment We.bSIte'. .
okt N il 3. Focusing on discussion sessions between the lecturer and the students.
2oLl G siad) . . . )
4. Encouraging self-learning and helping students to draw conclusions.
5. Emphasis on competition among students.
Learning and Teaching Strategies
alail) 5 alaill Ciln gl s
1. Using smart screens in addition to regular blackboards.
2. Displaying the lecture on the university website as well as on the college and
department website.

Strategies 3. Focusing on discussion sessions between the lecturer and the students.

4. Encouraging self-learning and helping students to draw conclusions.

5. Emphasis on competition among students.

Student Workload (SWL)
clUall _ud el Jaall

Structured SWL (h/sem) 3 Structured SWL (h/w) 3
Jaadl) DA Qlall aliiial) sl all Jaal Lo sal calldall altiall sl 5l Jaall
Unstructured SWL (h/sem) Unstructured SWL (h/w)
daadll Joa lall aliiall pue ol ) Jasl) bie sl Cllal alatiall je ) jall Jaall
Total SWL (h/sem) 73
Jeaadl) & Cllall I sl ) Jaall
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Module Evaluation

Al ) 2Ll api
Time/Nu Weight (Marks) Week Due Relevant Learning
mber Outcome

Quizzes Continue 10 1 1
Formative Assignments Continue 10 1 2
assessment | Projects / Lab. | Continue 10 1 4

Report Continue 10 1 3
Summative | Midterm Exam
assessment | Final Exam
Total assessment 40

Delivery Plan (Weekly Syllabus)

@b e pul) el
Material Covered
Week1 | Apalysis the problem
Week2 | ynderstanding the algorithms and flowchart
Week3 | Introduction to C++
Week4 | [ntroduction to C++
Week 5 | ynderstanding the variables declaration
Week 6 Understanding the reading and writing statement
Week7 | ynderstanding the reading and writing statement
Week 8 | Understanding the single if statement
Week 9 | Understanding the single if statement
Week 10 | Test
Week 11 | Understanding the if /else statement
Week 12 | Understanding the if /else statement
Week 13 | Understanding the if /else statement
Week 14 | Understanding the if /else statement
Week 15 | Test

| Page3




Delivery Plan (Weekly Lab. Syllabus)
BUEGURICPING Y FAPEN]
Material Covered

Week1 | Understanding the operating system

Week 2 | Understanding the C++ editor

Week 3 | Understanding the C++ editor

Week 4 | Understanding the C++ editor

Week 5 | Understanding the variables declaration

Week 6 | Understanding the reading and writing statement

Week 7 | Understanding the reading and writing statement

Week 8 | Practical Examples about the single if statement

Week 9 | Practical Examples about the single if statement

Week 10 | Test

Week 11 | Practical Examples about if / else statement

Week 12 | Practical Examples about if / else statement

Week 13 | Practical Examples about if / else statement

Week 14 | Practical Examples about if / else statement

Week 15 | Test

Learning and Teaching Resources
Lﬁjﬂb ?h'd\ JJL.AA
Text Available in
ex the Library?
Required Texts C++: The Complete Reference Third Edition by Herbert Schildt
R ded C++ Primer (5th Edition) 5th Edition
ecommende by Stanley Lippman (Author), Josée Lajoie (Author), Barbara Moo
Texts
(Author)

Websites https://www.w3schools.com/cpp/
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APPENDIX:

GRADING SCHEME

Group Grade paail) Marks (%) | Definition

A - Excellent Ll 90 - 100 Outstanding Performance

B - Very Good [AENRTEN 80 -89 Above average with some errors
Success Group -
(50 - 100) C —Goc_)d 2> 7079 So_und WOI:k Wlth notable erro_rs

D - Satisfactory b sia 60 — 69 Fair but with major shortcomings

E - Sufficient J e 50-59 Work meets minimum criteria
Fail Group FX - Fail Ol J s | (45-49) More work required but credit awarded
(0-49) F — Fail <l | (0-44) Considerable amount of work required
Note:

gol:dl Cazedlly Jladl @il 8139 ‘3 83950l Olawd ryade 8 (o douddilg dasdg o3 Z39e4! RV-SP1EER
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Relation With Other Modules
6 AY Al 5l 3) sall ae 28|

Prerequisite module

Semester

Co-requisites module

Semester

Module Aims, Learning Outcomes and Indicative Contents

A0l yY) il sinall g alacil) il g Agul Hall salall Calaad

Module Aims
Jau) Al sald) Calaal

After completion of this course, students will be able to explain the basic
methods and conclusions of programming language through C++ programming
and they will learn other programming languages easily.

Module Learning
Outcomes

) all Balall alasl) il yia

Knowledge outcomes.

The student can write a computer program perfectly.

The student can choose the perfect choice depending on his knowledge.

The student can understand the logical relation between individual perfectly.
The student can operate with several items such array.

The student can build a small project.

The student can build user define function according to his requirements.

SouhkwdE

Indicative Contents

The student can choose the perfect choice depending on his knowledge.
1. The student can understand the logical relation between individual perfectly.

LY i gisall 2. The student can operate with several items such array.
3. The student can build a small project.
Learning and Teaching Strategies
paladll 5 aladl) laasd] yid

1. Using smart screens in addition to regular blackboards.

2. Displaying the lecture on the university website as well as on the college and
Strategies department website.

3. Focusing on discussion sessions between the lecturer and the students.

4. Encouraging self-learning and helping students to draw conclusions.

5. 5. Emphasis on competition among students.

Student Workload (SWL)
lUall ol Al Jaall

Structured SWL (h/sem) 3 Structured SWL (h/w) 3
daadl) DA llall aliiall sl all Jaall bie s Gl altiall o Hall Jaall
Unstructured SWL (h/sem) Unstructured SWL (h/w)
Jeaaill M8 Ul adaiiall e asl ) Jaall Lo saud Calllall JJsiid) pe ol Jaall
Total SWL (h/sem) g
Joaadl) 38 allall IS sl ) Jaall
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Module Evaluation

aé*»t)dﬂ Bdtai\eﬁgﬁ
Ti N Rel tL i
ime/Nu Weight (Marks) Week Due elevant Learning
mber Outcome
Quizzes Continue 10 1 1
Formative Assignments Continue 10 1 1
assessment | Projects / Lab. | Continue 10 1 1
Report Continue 10 1 1
Summative | Midterm Exam 1
assessment | Final Exam 1
Total assessment 40
Delivery Plan (Weekly Syllabus)
Lg).LuS\ ‘;r_),u.uY\ GL@_\A\
Material Covered

Week1 | ynderstanding the While loop statement

Week2 | ynderstanding the Do - While loop statement

Week3 | ynderstanding the For-loop statement

Week4 | ynderstanding the Nested For loop statement

Week S | ynderstanding the One-dimension array

Week6 | ynderstanding the One-dimension array

Week7 | ynderstanding the Two dimension array

Week 8 | Understanding the Two dimension array

Week 9 | Understanding the Two dimension array

Week 10 | Understanding the Two dimension array

Week 11 | ynderstanding the Function in C++

Week 12 | Understanding the Function in C++

Week 13 | Understanding the Function in C++

Week 14 | Understanding the Function in C++

Week 15 | Understanding the Function in C++
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Delivery Plan (Weekly Lab. Syllabus)
BUEGURICPING Y FAPEN]
Material Covered

Week 1 | Practical Examples about While loop statement

Week 2 | Practical Examples about Do - While loop statement

Week 3 | Practical Examples about For loop statement

Week 4 | Practical Examples about Nested For loop statement

Week 5 | Practical Examples about One dimension array

Week 6 | Practical Examples about One dimensional array

Week 7 | Practical Examples about Two-dimensional array

Week 8 | Practical Examples about Two-dimensional array

Week 9 | Practical Examples about Two-dimensional array

Week 10 | Practical Examples about Two-dimensional array

Week 11 | Practical Examples about Function in C++

Week 12 | Practical Examples about Function in C++

Week 13 | Practical Examples about Function in C++

Week 14 | Practical Examples about Function in C++

Week 15 | Practical Examples about Function in C++

Learning and Teaching Resources
ol g aladll jalias
Text Available in
the Library?
Required Texts C++: The Complete Reference Third Edition by Herbert Schildt
,l;gf(:;nmended Programming in CPP
Websites https: //www.w3schools.com/cpp/
APPENDIX:
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https://www.w3schools.com/cpp/

GRADING SCHEME

Group Grade paail) Marks (%) | Definition

A - Excellent Ll 90 - 100 Outstanding Performance

B - Very Good [AENRYEN 80 -89 Above average with some errors
Success Group -
(50 - 100) C —Goc_)d 2> 7079 So_und WOI:k Wlth notable erro_rs

D - Satisfactory b sia 60 — 69 Fair but with major shortcomings

E - Sufficient J e 50-59 Work meets minimum criteria
Fail Group FX - Fail D& J s | (45-49) More work required but credit awarded
(0-49) F — Fail <l | (0-44) Considerable amount of work required
Note:

gol:dl Cazedlly Jladl @il 839 ‘3 8395l Olawd ipade S8 (o douddilg dasdg o Z39e4! I rdlas>dle
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Ministry of Higher Education and
Scientific Research - Iraq
University of Babylon
College of Science for Women
Computer Science

MODULE DESCRIPTOR FORM

Module Information
) 5l 3alal) il slaa

Module Title Computation theory Module Delivery
Module Type Core
Theory
Module Code COM24113
Lecture
ECTS Credits 5 Seminar
SWL (hr/sem) 125
Module Level 2 Semester of Delivery 4
Administering Department Computer science | College | Sciw
Module Leader | Elaf Ali Abbood e-mail wsci.elaf.ali@uobabylon.edu.iq

Module Leader’s

Module Leader’s Acad. Title Lecturer Qualification Ph. D.
Module Tutor None e-mail None
Peer Reviewer Name e-mail
Review Committee Approval 01/06/2023 Version Number
Relation With Other Modules
AN Al all ol gall ae A8
Prerequisite module None Semester
Co-requisites module None Semester
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Module Aims, Learning Outcomes and Indicative Contents

L5 YY) Ol sinall 5 aleil) il 5 4l jall Balall Calaa]

Module Aims
Jau) Al sald) Calaal

On completion of this course, students will be able to explain the basic
methods and conclusions of the Theory of Computation. They will be
able to apply these methods to problems from different fields and be
guided by the results in searching for computational solutions to the
problems.

Also, this course is offered to undergraduates and introduces basic
mathematical models of computation and the finite representation of
infinite objects. Topics covered include: finite automata and regular
languages, context-free languages, Grammar types, Ambiguous
Grammar, Nondeterministic and Deterministic FSA, and Pushdown
Automata.

Module Learning

Outcomes
Aol pal) Balall aladl) Sl 3

e To understand the formal languages and grammars: regular
grammar and regular languages, context-free languages and
context-free grammar; and introduction to context-sensitive
language and context-free grammar, and unrestricted grammar and
languages.

e To understand the relation between these formal languages,
grammars, and machines.

e To understand the complexity or difficulty level of problems when
solved using these machines.

e able to design Finite Automata machines for given problems;

e able to analyze a given Finite Automata machine and find out its
Language;

e able to design Pushdown Automata machine for given CF
language(s);

e able to generate the strings/sentences of a given context-free
languages using its grammar;

e able to design Turing machines for given any computational
problem.

Indicative Contents

Al )Y Gl siaall
Learning and Teaching Strategies
paladl) g aladl) liad] yicd
Questioning: searching for new information by forming and raising questions.
Strategies Conclusion: Think beyond the available information to fill in the gaps.

Comparison: Noting the similarities and differences between two or more things.
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Classification: putting things into groups according to common characteristics

Student Workload (SWL)
Caltall a5l Jaal

Structured SWL (h/sem) 47 Stru€tured SWL (h/w) 2
Jeaaill JO& Callall datiall sl 5al) Jasl) Lae saud allall alsiial) ) 5al) Jasll
Unstructured SWL (h/sem) 78 Unstf'uctured SWL (h/w) 5
Jeaill J3A QU diiall pue a5l Jaal) L sand Clllall JJstid) e ol Jaal
Total SWL (h/sem) 125
Jeal) J& Qllall JSH a5l Jaal
Module Evaluation
Al ) Balall s
Time/Nu Weight (Marks) Week Due Relevant Learning
mber Outcome

Quizzes 2 10% (10) 5,10 LO#1,2,10and 11
Formative Assignments 2 10% (10) 2,12 LO#3,4,6and 7
assessment | Projects / Lab. 1 10% (10) Continuous

Report 1 10% (10) 13 LO #5,8and 10
Summative | Midterm Exam 2 hr 10% (10) 7 LO#1-7
assessment | Final Exam 2hr 50% (50) 16 All
Total assessment 100% (100 Marks)

Delivery Plan (Weekly Syllabus)
@Bl e ) Zleial

Material Covered

Week 1 | Alphabet, String, Formal Language, and Basic Concepts

Week2 | The Grammars: Left Linear Grammar and right Linear Grammar

Week 3 Derivation and Parse Tree

Week4 | Grammar types: Unrestricted, context-sensitive, context-free, regular grammar

Week5 | Ambiguous Grammar

Week6 | Chomosky Normal Form and Greibach Normal Form

Week 7 | Regular Expression and Properties of Regular Sets

Week 8 | Fipite State Automata

Week 9 | Nondeterministic FSA and Deterministic FSA

| Page3




Week 10 | Convert NFA into DFA
Week 11 | Pushdown Automata
Week 12 | Language of Pushdown Automata and examples
Week 13 | Turing machine
Week 14 | Examples for transitions of Turing machine
Week 15 | Mid Exam
Week 16 | Final exam
Learning and Teaching Resources
o )J.ﬂ\ 9 ela_'m JJLA.A
Text Available in the
Library?
Required Texts Daniel I. A. Cohen, , Introduction to Computer
q Theory,2nd, Wiley, 1996, ISBN-10: 0471137723
1. Sipser, Michael, Introduction to the Theory of
Computation, 3rd ed. Cengage Learning,, 2013
2. Martin, John, Introduction to Languages and the Theory
Recommended of Computation, New York, NY: McGraw Hill, 2002,
Texts ISBN: 0072322004.
3. Kozen, Dexter, Automata Theory , New York, NY:
Springer-Verlag, 2016, ISBN: 0387949070.
Websites
APPENDIX:
GRADING SCHEME
Group Grade paail) Marks (%) | Definition
A - Excellent Dl 90 — 100 Outstanding Performance
B - Very Good [RENRIEN 80— 89 Above average with some errors
(SS‘}ffelsgo?"’“p C —Good = [70-79 Sound work with notable errors
D - Satisfactory L sia 60 — 69 Fair but with major shortcomings
E - Sufficient J e 50-59 Work meets minimum criteria
Fail Group FX — Fail D& Jsia | (45-49) More work required but credit awarded
(0-49) F — Fail <l | (0-44) Considerable amount of work required
Note:
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http://www-math.mit.edu/~sipser/book.html
http://www-math.mit.edu/~sipser/book.html
http://www.amazon.com/exec/obidos/ASIN/0072322004/ref=nosim/mitopencourse-20
http://www.amazon.com/exec/obidos/ASIN/0072322004/ref=nosim/mitopencourse-20
http://www.amazon.com/exec/obidos/ASIN/0387949070/ref=nosim/mitopencourse-20

O 8l Glaa Ay e Ji (e Al g daa g o8 73 gaill 13a Adaa

lall Cnll g Mall wilall 3 )
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