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Abstract 

In this paper, we define a weighted norm to construct a weighted     -space for   -periodic 

functions. Then, we prove that any       ([    ]
 ) is approximated by a feedforward neural 

network with sigmoidal hidden neuron in terms of   (   )   , That’s what we called Neural Networks 

Trigonometric Approximation. 
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1. Introduction  

In recent years, trigonometric polynomials have a main rule in approximation functions in   -space as 

well as other more general spaces. They are widely used to find neural networks as approximators for 

those functions, in for examples [1,10,11], for the huge importance for neural networks in different 

fields, and the essential need for approximated neural networks in different applications, such as [2,4,5].  

Three-layer feedforward neural network is an important class of neural networks that can approximate 

the desired function well, see [3,8]. Most papers deal with the rate of approximation as a tool to 

understand the approximation capability, see [6,7,9]. 

In this work, we care to find a new space with a new norm to spot light on the relationship between the 

approximation error and the properties of the used neural network. For our space, a feedforward neural 

network (FNN) of three layer can be existed to approximate the present function well.  

 

2. Preliminaries 

First of all, we need to define a three layer FNNs with one hidden layer as follow [11] 
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that generates one output of that d inputs, with thresholds     , connection weights      
  and   

is the activation function. We use the sigmoid activation function that satisfies  
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We estimate the trigonometric approximation in terms of modulus of smoothness 
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Our main result is as follow: 

 

Theorem 1. For       ([    ]
 )       

 

 
 , there exist FNN of the form (1) with 

  [    ]      ,  such that 
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3. Auxiliary Lemma 
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In the lemma below, it is useful to construct a FNN that approximate trigonometric function od m-

dimension. FNN (that has piecewise linear and activation function hidden layer units of sigmoid type) 

constructed by Suzuki [8] and then developed by Wang and Xu[10] can be more accurate and suitable 

for     ([    ]
 ) in the next lemma. 

 

Lemma: For      we can find networks of three layers    (  ) and    (  ) to approximate 

respectively sin(  ) and    (  ), each one has  hidden layer units , where    | |  related to 

   (  ) s.t. 
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Proof: 

 

It is enough to prove the first estimate,  
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4. Proof of Theorem 1. 

 

Let       ( )  ∑ (     (  )       (  ))| |   , then, by lemma 1,  choose  FNNs  
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Let   
 ( ) be the the  th best approximation using trigonometric transformation of  , s.t. 
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Now, by triangle inequality 
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by taking   (   )     , the proof is done.  

 

5. Conclusions and Future Work: 

We work on estimating the rate of function approximation in weighted space with a three 

layer neural network using trigonometric approximation and module of smoothness. This paper 

shows the development of the upper bound estimating approximation. In the future, it is useful 

to think about estimating the lower bound approximation. 
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