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Abstract

Relevant features selection is become primary preprocessing step for building
almost intelligence machine learning systems. Feature Selection (FS) i1s more and
more important in many applications such as patterns recognition, medical
technologies, data mining environments and others. The main objective of IS 1s to
choice the important features among multi set in order to building effective machine
learning models such as pattern analysis model by cancelling irrelevant or redundant
attributes. An addition to that, there is a fact that the efficiency of the desired system
is very sensitive to choose of the features thar effect on classification or any analysis
 procedure of small or high dimensional datasets. Furthermore, the analysis of medical
datasets has become growing claiming problem, due to huge datasets that cause time
consuming and uses additional computational effort, which may not be suitable for
| many applications,
This work attempts to introduce a hybrid genetic k-means of feature selection
| algorithm for multi medical discases datasets. The proposed algorithm uses a genetic
| algorithm combine with k-means algorithm as a powerful tool to select the relevant
features from different large medical datasets of Mirjan hospital diabetes, heart and
breast cancer diseases which play the important role in maximum the classification
accuracy and efliciency of the system. Experimental results show the efficiency of
the proposed system for the used datasets and satisfy maximum classification

accuracy performance compared with others states.
Keywords: Genetic Algorithm, Features Selection. K-means and Classification.
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1. Introduction

Feature selection plays a main role in the data analysis process since irrelevant
features often degrade the performance of algorithms designed to data
characterization, rule extraction and construction of predictive models, both in speed
and in predictive accuracy. The goal of the feature selection process 1s. given a
dataset described by » attributes (features), to find the minimum number of relevant
attributes which describe the data such as the original set of aftributes do [1].
Usually the classification field problems require selection ol attributes or features to
prepare the patterns to be classified; therefore, the feature or attribute selection
procedure is very important which selects the informative features for used
classification process or other machine learning techniques. The methods of features
selection aim for selecting small set of features leading to the best performance of the
classifier. In many applications, there is a practical need to reduce the number of
measurements without significantly degrading the performance of the system [2].
Different methods have been used for feature selection in the literature such as
breadth first search and branch and bound algorithms. These algorithms gave good
results with conventional statistical classifiers; so, they could not achieve expected
results with non-linear classifiers. In addition to these approaches, heuristic search
and randomized population based search techniques were also used. In recent years, a
feature selection algorithm using genetic algorithm was presented. Moreover, a
hybrid genetic algorithm for feature selection was developed which performed better
than simple genetic algorithms [3].A way to enhance the performance of a model that
combines genetic algorithm and k-means algorithm for relevant feature selection and
clustering analysis respectively is proposed in this work. Early diagnosis of any
disease with less cost 1s preferable. '
2-Related Works

There are many algorithms of features selection which identify the features that
are relevant but not redundant 1o the solution. In paper [4] has proposed a medical
diagnosis model that combines genetic algorithm and fuzzy logic technique for
feature selection and classification operations. This system use diabetes datasets to
identify and select useful subsets of pattern features from its larger set of features.
While the fuzzy logic uses in classification process. The proposed system shows to
improve the accuracy of classification. The paper [5]is presented a method that using
a genetic algorithm(GA) to select a subset of relevant features combinations from
small or high dimension medical datascts for improve the classification accuracy
using, The combinations of these features are used for classification and then the
accuracy of classification from support vector machine classifier to define the fitness
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in GA. The results show the effectiveness of the proposed method for small _-;md high. -
dimension datasets. The paper [6] is introduced a new algorithm which is based on:
mimetic evolutionary idea that uses accurate set of fuzzy if then rules from cancer
disease datasets that can classify gene expression data. This work is the first proposal
of memetic methods with the multi view fitness function approach. The proposed
algorithm classifies the tumors as (cancerous or benign) in efficiently and has good
classification accuracy. The paper [7] presents a genetic programming (GP) based
method has been used for classification of diabetes disease datasets. The GP has been
used o generate new features from each subset of original datasets by combine of the
current features, without prior information of the probability distribution. The
performance of classification is computed using k-nearest neighbor and support
vector machine classifiers. The experimental results of this method show a good
performance over other methods. In paper [8] has provided the combining a feature
selection based on genetic algorithm (GA) and support vector machines (SVM) for
classification of medical disease data. The proposed GA-SVM classifier is used to the
relevant subset of features that can improve the SVM classifier. The proposed method
achicves better results than other methods. In paper [9] is presented an algorithm for
cancer cell disease classification by using genetic an algorithm for feature selection
(cells) and then classify these cells into either healthy or cancer. The selected best
features are used by support vector machines classifier on the training dataset for
classification. The results show the effectiveness of proposed method is gives betler
accuracy for feature selecting that select 20 features.

3. Genetic Algorithms

Genetic Algorithms are the heuristic search and optimization techniques that
mimic the process of natural evolution. The basic concept of genetic algorithms is
designed to simulate processes in natural system necessary for evolution [10].
Genetic algorithm exploits historical information to direct the search into the area of
better performance within the search space. Strength of genetic algorithm comes from
that its can explore the solution space in multiple directions at once, they are well-
suited to solving problems having huge search space and they perform efficiently in
problems for which the fitness landscape is complex[11].Genetic algorithm contains a
sel of individuals (population) in every generation. Each individual is a potential
solution to the problem. Initially, set of solutions are randomly generated (initial
population). The number of solutions in population (population size) depends on the
nature of the problem [12].Each individual is measured by fitness function to get its
performance. Fitness function is a function which determines how well each
individual solves the problem. Selection operation is used to determine which
solutions are to be preserved and allowed to reproduce. The main goal of the
selection operator is to emphasize the good solutions and eliminate the bad one in a
population. There are different techniques of selection such as Tournament selection,
Roulette wheel selection, Proportionate selection and Rank selection [13].
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Some individuals undergo random transformations by genetic operations to gel new individuals.

There are two tvpes of transtormation [14]:

1. Crossover. which forms new individuals by interchange parts from two
individuals. The crossover points of any two chromosomes are selected randomly
[15].

2. Mutation, which forms new individuals by making changes in a single individual,

The new individuals are then measured its efficiency. A new population is formed by

selecting the mare it individuals from the parent population and children population

transformation [14].After many generations, genetic algorithm access to the best
individual (solution), this is an optimal or suboptimal solution to the problem. The

flowchart of a GA work is presented in the Fig.1 [2].

Difspring ) Decoded strings

MNew peneraton & o -
,7':" CREDITWY i | >|
L
AT Fitne
Genetic Evaluation
Operators
y Y Parent !
. |
Wil K :

Fig. 1: The Block diagram of Genetic Algorithms.

4. K-Means Clustering Algorithm

K-means clustering algorithm proposed by Mac Queen in 1967 belongs to
partitioning methods, which is widely used because of its simplencss and fast
convergence [16].The advantage of k-means clustering is simple and easy to
implement. Similarly, the drawbacks are of how to determine the number of clusters
and decrease the numbers of iteration [17].

The basic step of k-means clustering is simple. In the beginning, determine
number of cluster k and assume the centroid or center of these clusters. We can take
any random objects as the initial centroids or the first k objects can also serve as the
initial centroids, then the k-means algorithm will do the steps below until
convergence:
| - Compute the distance between each point from database to center of each cluster.
2 - Grouping the point to cluster with small distance.

3 - Recomputed center of each cluster based on taking the mean for all points in
cluster.

4 - Go to step 1, until convergence is achieved.

5- Proposed Algorithm

As mentioned, the geneticalgorithm is technique for multi proposes such as
improvement, search and learning. In this work, genetic algorithm using to search the
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best data (features) andchoose minimum of it Thisminimum data used
forclassification ol medical disease databases (Mirjan hospital diabetes. heartand
breast cancer).

The data represents features of state usedby k-means algorithm. Because of large
size of features for data, we need to minimize it for desired process: GA used for this
purpose. The main steps of this work explained by the following:

I- Generate initial minimum f[eatures.

2- Efficiency measuring of the initial features.

3- Explore other features for data.

4- Evaluation of new features.

5- Loop the steps 3-4 until the best chromosome which has minimum features of best
classification has been gotten.

The diagram in (Fig.2) explains the works of the proposed system.

S.1Generate Initial Fealures:

This step represents generating initial population of chromosomes where the
chromosome acts the features of one state. Every gene acts as one feature. If feature
is active then it is using in classification. The chromosome explained by the

following figure (Fig.3).

Chromosome (state)

Fl Bl | e e R s Fn-1 Fn

gene 1 Bene n

Fig. 3: Chromosome Representation.

Chromosome is encoeding as binary, If gene has value 1 then feature is active
otherwise feature is inactive. Minimum number of active features in chromosome
with best classification is required in this work.

5.2 Selected Feature Evaluation (Chromosome Evaluation)

Every chromosome evaluated by using the k means classification. This is done to get
minimum features. The chromosome with some features and has maximum accuracy
of classification represents the best chromosome.
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Fig. 2: Diagram of the Proposed System.
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Accuracy of classification is computed by classification database using chromosome,
Accuracy of classification= No. of states has correct class / No. of all states * 100%. -

3.3 Explore Other Features of Data

In this step, new chromosomes are generated using crossover and mutation
operations. New chromosomes have been gotten to get better chromosome with
minimum features for classification. 1x crossover is used to ger new chromosomes
where combination of old chromosomes has been done. Then 2m mutation is applied
to improve parent's chromosomes (old solutions).
5.4 Evaluation of New Features
New chromosomes that have been gotten are evaluated to get performance of their
and access to the best one. This performance is computed such as step 5.2. When best
chromosome has been gotten, using it's for minimization the size of database,
otherwise explored other new chromosomes. This process is continued until access
the minimum number of data.
6. The Experimental Results and Performance Evaluation:
This section describes the experimental resvlts obtained by applying the proposed
algorithms to a variety of data scts. For experimentation, three datasets: Mirjan
hospital diabetes from center of Marjan hospital in Hilla Citv/Traq, also heart and
breast cancer data sets) are taken [rom the UCI machine learning repository as shown
in Table 1. The Breast Data set consists of 9 numeric attributes which include. Clump
Thickness, Uniformity of Cell Size, Uniformity of Cell Shape. Marginal Adhesion
Single, Epithelial Cell Size, Bare Nuclei, Bland Chromatin, Normal Nucleoli,
Mitoses and Class respectively. The heart Data set consists of 13 numeric attributes
which include, age, sex, chest pain type, resting blood pressure, serumcholesterol in
mg/dl. fasting blood sugar> 120 mg/dl, resting electrocardiographic results (values
0,1,2), maximum heart rate achieved. exercise induced angina, old peak = ST
depression induced by exercise relative to rest, the slope of the peak exercise ST
segment, number of major vessels (0-3) colored by flourosopy.thal: e
normal; 6 = fixed defect; 7 = reversible defect and Class respectively. The Marjan
hospital diabetes dataset consists of 26 numeric attributes which include, Age,
Gender, Marital , Education, DMDx, Income, Job, BMX, Knowledge, Knowledge
Source, HowDMDiagnosed, S1, 82, 8ZInsuline , S2Drug, 83, S3Hypo, S3Hyper,
S3Urine, S3Blood , S4 , 83, 86, S6Foot . S6Habits, S7 and Class respectively.
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Table 1: Information of Database.

Database [No. of| No. of | Class Nu-,_;f_;_ﬁ;icnt and not |
| states features patient |
Breast disease 684 9 “| Integer valued 2 (benizn) | 444 benign i
‘ and 4 (malignant) 239 malignant '
| |
!
Heart disease 270 13 | 0 not patient 120 not patient
[ 1 patient 150 patient
| Marjan hospital | 85 |26 | T negative | 38 positive |
diabetes | 2 positive | 47 negative ‘

To determine the effect of feature selection on the model, we also established a
prediction model without feature selection. Table 2 shows the comparisons of model
structure and prediction results between these two models.

Table 2: Comparizon between the model with GA-feature sclection and model without
GA-feature selection.

' Database | Accuracy using  Accuracy  using | No. of features after selection |
. k means with all k means with |
; features some features '
Marjan hospital | 80 [ o8y, ' Ty =

diabetes {2,3,6.9,14,16,20,21,22,24}

64% ; 87% G
(423 9 1011 12}

| Heart disease

i Breast cancer 95% }_*}3%_ 53 5
| ! | {12347}
| | -

A confusion matrix that summarizes the number of instances predicted correctly and
incorrectly by a classification model, Three classical evaluation metrics of Precision,
Recall and F-score are used to evaluate the efficiency of the proposed method. The
three metrics are traditionally defined for classification task with positive and
negative classes,

True positive (TP) = number of positive samples correctly predicted.

False negative (FN) = number of positive samples wrongly predicted.

False positive (FP) = number of negative samples wrongly predicted as positive.

True negative (TN) = number of negative samples correctly predicted.

Precision is the proportion of positive predictions that are correct, and recall is the
proportion of positive samples that arecorrectly predicted positive. That is:

Precision = TP/ (TP+FP, Recall=TP/{TP+FN,

F-score= (2*precision®recall)/(precision+recall)
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Table 3: Evaluation k_ means system using three performance metrics.

| Dataset TP Rale | FP Rate | Precision | Recall F measure

' Breast 224 11 0.95 [ 0.93 1.85
Marjan hospital diabetes | 81 10 |0.75 081 1.01
Heart 57 EE 0.63 047 194

Table 4; Evaluation proposed system using three Metrics.

Dataget o s TP Rate | FP Rate | Precision | Recall | F measure
Breast 234 s 0.95 (199 1.97
Marjan hospital diabetes | 38 2 0.93 0.97 192
Heart 96 12 0.88 0.78 155

A 120
|
' {;:;JU

g .

U 80 E Genetic_k means

R &0

A W K_means

¥ 20 -

Breast cancer  Marjan diabeles Hearl disease

Fig. 5: Compares the Genetic K_means algorithm with K-means classifier.

7. Conclusions and Future works
A major goal of this work is to propose an efficient feature selection method that

finding and selecting informative features from small or high dimension data which
maximum the classification aceuracy according to many performance evaluation
metrics.

Feature selection is very important part of pattern recognition and all machine
learning techniques. The obtained results show that the proposed method is capable
of selecting feature subsets with efficient classification performance, where the
features with highest individual performance are selected. The proposed Genetic K-
means algorithm is efficiently selected features from different databases with large
data and it is minimizing the features that effect on classification of states. Our
algorithm selects important features from database by using its affecting on
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classification; because it exploits the benefits of the combined algorithms in desired
woal. Therefore, the results are promising for biologists as well as the algorithm
shows to be perfect and it has high accuracy performance.

In the future, we suggest using multi classifier techniques to enhance the system
efficiency and performance and it can be used for many classification fields.
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classification; because it exploits the benefits of the combined algorithms in desired
woal. Therefore, the results are promising for biologists as well as the algorithm
shows to be perfect and it has high accuracy performance.

In the future, we suggest using multi classifier techniques to enhance the system
efficiency and performance and it can be used for many classification fields.
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