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Abstract

In this paper, the Fault Tree Analysis technique is used in processing a computer network system to: 1)
identify basic events or causes of an event: 2) identify common-cause (Minimal cut sets) failures; 3) display
causes and consequence of undesired event; 4) evaluate design; and 5) investigate process incidents. The
main purpose of fault-tree algorithm is to compute the minimal cut sets as quickly as possible to the
calculation of network reliability. A cut set can be defined as a collection of component failure modes that
may lead to a system failure. For critical systems, Cut Set Analysis (CSA) is applied to identify and rank

system vulnerabilities at design time.

Keywords: Reliability Network, Fault Tree Analysis, MOCUS Algorithm for obtaining
minimal cut sets , Minimal Cut set.

I .Introduction

Network reliability has long been a practical problem, and will remain so for years because networks
have entered an era of Quality of Service (QoS). IP networks, transportation networks, computer network,
mobile phone networks, Nuclear power , electrical power networks, etc., have become “commodities.” The
goal of telecommunication network operators is to secure Connection availability rates of 99.999%, and
premium services may be deployed if the connection reliability is close enough to one. Thus, Reliability is a
crucial parameter in the design and analysis of networks[1]. In this paper, we examine a random computer
network system of the type two- terminal, the source vertex and the sink vertex .The system can be
represented by a probabilistic graph. Consider a complex system in Fig. (1) as a graph G=(V,E), where 17 =
a,b,... ,h . Wherever a and h are the two-terminal of the graph G, E =X1.X2,....X12 [2:3];

The complexity in the design and variation in operating conditions In system require ine uncertainty
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system can lead to environmental detriment and fatal injury to people and economical loss. Analysis
of safety computer network system boasts of several techniques which include Fault Tree Analysis
(FTA), Failure Mode and Effects (FMEA), Hazard and Operability Analysis (HAZOP) and State
Machine Hazard Analysis (SMHA) [6]. Fault Tree Analysis (FTA) has been widely used to determine
the reliabilities of complex systems [7]. It has a reputation of being an effective technique to predict
probability of hazards caused by a sequence and integration of faults and failure events. It is the most
important process for system reliability assessment [8]. It has become a benchmark for safety and
reliability of systems. Fault Tree Analysis (FTA) is an important method for the evaluation of
complex system’s safety and reliability. FTA describes a top-down approach to failure analysis.
Basically, being an analytical method, it is used for identifying and classifying hazards and computing
reliability of systems [9].The reliability engineer indicates a top event (failure or accident) and then
builds the series of faults leading to the top event. It is mostly a logical process for getting
combinations of component failures and human errors that could lead to a specified undesired system
failure mode [8]. The process starts with an undesirable event known as top-level event and it
determines the scenarios which the event may take place in the system. The basic concept in fault tree
analysis is the conversion of a physical system into a structured logic diagram (fault tree) in which
certain causes lead to one specified TOP event of interest [10]. A Fault Tree depicts a logic diagram
that represents certain events that must occur in order for other events to occur. A central focus of
fault tree analysis is to find Minimal Cut Sets (MCSs) [11,12]. However, an essential question in fault
tree analysis is how many levels of events should be considered. [13] emphasized that obtaining the
Minimal cut sets is a necessary step for analyzing a fault tree. The main problem in fault tree analysis
is the computation of the minimal cut sets of the fault tree [14] and FTA [15]. [15] argued that the
computation of Minimal cut set is NP-hard. [11] described the Minimal Cut Set (MCS) as a
substantial concept in fault tree assessment and proposed that they represent a minimal scenario of
failure. According to the Fault Tree Handbook, Minimal cut set described the smallest combination of
basic events that cause a top event. Likewise, Fault Tree Handbook stated that successful computation
of Minimal Cut Set (MCS) simplified the process of quantifying the process of Fault trees[16]. The
process involved in computing the Minimal cut sets for smaller Fault tree is less boring. However, the
task becomes complex when a larger Fault tree is involved as algorithm and codes are required to
determine the minimal cut sets, making effective use of fault trees that resolve causes of system failure
relies on the fault tree algorithm that provides optimal cut sets. This paper provides understanding on

how of the fault tree algorithm carries out the computation of minimal cut sets of complex fault trees.



II. Basic Concepts
( 1.Definition. A graph G = (V, E) consists of set V of vertices (nodes) and set E of edges (links). -

2 Definition. Terminal Reliability The two terminal reliability is the probability that a
communication path must exist between a specific pair of nodes of a network under a
predefined working environment.

3. Definition. A cut set in a fault tree is a set of basic events whose occurrence (at

the same time) ensures that the TOP event occurs.

4. Definition. A cut set is said to be minimal if the set cannot be reduced without loosing its
status as a cut set.

5. Definition. Fault Tree Analysis (FTA)

The fault tree is a logic diagram based on the principle of multi-causality, which traces all
branches of events which could contribute to an accident or failure. It uses sets of symbols,
labels and identifiers. But for our purposes, we only use a handful of these, shown below:
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The OR gate denotes that an output fault occurs if one or more of the

input fault events occur.

(e} The rectangle denotes a fault event that results from the combination of fault events

through the input of a logic gate.
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The circle denotes a basic fault event or the failure of a basic component. The event's

occurrence probability and failure and repair rates are normally obtained from empirical data.



[II.MOCUS Algorithm For Obtaining Minimal Cut Sets (MCS)

One of the challenging problems confronting the fault tree method is obtaining minimal cut sets or
climinating repeated events of a fault tree. This section presents one algorithm to obtain minimal cut sets of
a fault tree [12,17-20].A cut set may be described as a collection of basic events that will cause the top fault
tree event to occur. Additionally, a cut set is said to be minimal if it cannot be further minimized or reduced
but it can still ensure the occurrence of the top fault tree event. The algorithm in question can either be used
manually for simple fault trees or computerized for complex fault trees with hundreds of gates and basic
fault events. In this algorithm, the AND gate increases the size of a cut set and the OR gate increases the
number of cut sets. The algorithm is demonstrated by solving the following example

Figure2:An event tree with a repeated event.



Example

Obtain a repeated event free fault tree of the fault tree shown in Figure2. In this figure, the
basic fault events are identified by the numerals and the logic gates are labeled as GTo, GT1,
G, .., G5

The algorithm begins from the gate, GTo, just below the top event of the fault tree shown in
Figure 2. Normally, in a fault tree this gate is either OR or AND. If this gate is an AND gate,
then each of its inputs dentes an entry for each column of the list matrix. On the other hand,
if this gate is an OR, then each of its inputs represents an entry for each row of the list
matrix.

In our case, GT, is an AND gate; therfore, we start the formulation of the list matrix by
listing the gate inputs: GT;, G1>, and GT; (output events) in a single row but in separate
columns as shown in Figure3 (i). As any one input of the GT, could cause the occurrence of
the top event, these inputs are the members of distinct cut sets.

One simple rule linked to this algorithm is to replace each gate by its inputs until all the
gates in a given fault tree are replaced with the basic event entries. The inputs of a gate could
be the basic events or the outputs of other gates. Accordingly, in our case, in order to get a
wholly developed list matrix, we use the following steps:

+ stepl replace the OR gate GT, of list matrix of Figure 3 (i) by its input events X, and
GT, as separate rows, as idicated in Figure 3 ()

¢ step2 replace the OR gate GT of the list matrix in Figure 3 (ii) by its input events X and
GT, as indicated in Figure 3 (iii).

o step3 replace the OR gate GTj of the list matrix in Figure 3 (iii) by its input events X
and GT,, as indicated in Figure 3 (iv).
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GTiGT.GT, ET.NGL; KT X, X,GT1s
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X GG T X,GT,GTy,
CT. X% GTsGTeXXs
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GTGT X GI.CTGT%:
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X1X3X3
XX G T
X,GT:X;

XET G

X GT X%y
e b .0

X, CTX;GT
X10GTeX,GTi2
X, GT,GCTXs

X CTGTHX;
%, GI.GT,6GTx
X]OG TGGT';GT] 2

(vi)

X, X>Xs
XiXoGTra
X,GT:X5
XGT,GTy,
X4X5X2X3

XX 11X X5
X;0XsX2X;3
X10X 11 X2 X5
XaXsX,GTi2
XX XaGThp
X10XsX;GTyz
X0X11X2G Tz
X,X:GT;Xs
XX, GT5Xs
X;0XsGT7X5
X;0X1nGT7X;
X XsGT,GTy,
X X1GT:GTy;
X0XsGT7GTyz
X10X11GT,GTr2

(vii)

X X: X5

X]XQGTE
X,GTsGToX;
X[GT8GT9GT;:

X, XXX

X X1 XX
X10XsX2 X5

X10X11 XX
X4X5X2GT13

X X5 X:GThe
X10X5X,GTrz
X10X11 X2 G T2
X,XsGT:GToX;
XX 1GTsGToX;
X,0XsGTsGToX;
X;0X11GTsGToX;5
R X GTiCToC e
X,X,;GTsGTsGTs
X,;X<GT:GTsGTs
X oX11GTsGToG Tz

(viii)

X XoXs
X X,GTh,
X]XEGTQX:,
X,GT1oGTsXs
X, X,GToGTy
X,GT(GToGTy,
XXX X5
XXX X5
X;0X X2 X5
X10X1:1 X2 X5
XuX5X,GTy
X X1 X5GTy,
X10X5XoGTyy
X10X11X5GTyz
X, XX,GToXs
X4X5GT1(}GT9X3
X4X11X6GT9X3
X X11GT1iGTeX;
X10XsXsGToX;5
X10XsGT10GTeX;
X;0X11 XeGToX;
X 0X11GT1oGTeX3
X X:X:GToGTy;
X4X5GT10GT9GT]2
XX XGTyGTy,
XX11GTGToGTr,
XmeXgGTgGT]z
X;0XsGT10GToG Tz
X10X11X6GToG T2
X10X11GT1oGTeG Ty,

(ix)

XiX6X;

X XGTy;

X; XXX

X XeX11X3

X;GT XX
XiGTpX11X;5

X XsX7GTy;

X XeX11GTyz
X,G10X5GTyz

X, GTX13GTyz

X XXX
XXX X5
X;0XsX, X5

X10X11 XX

Xy XsX5GTy,

XX XoGTyy
X10X5X;G Ty,
X10X11X2GTrz

X X5X6X7X5
XXX X 11 X5

X X;GToX7X5
XiXsGT10X11 X3
XX XXX
XaX11 XX 11 X5

X X11GT10X7X5

X X11GTyX;5
X;0XsXeX7X;3
X10XsXsX 11 X3
X10XsGT1X7Xs5
X10X5GT1X11X5
X10X11 X6 XX
X10X11X6Xs5
X10X11GT10XX5
Xi10X11GT10X;

X XsXX;GTrz
XX XeX11GTr,

X X:GTpX7GTy
XaXsGT 10X GTrz
X X11XeX7G Tz
XX XeGTpy

XX 1GT1X/GTr2
XeX11GT10GTr2
X10XsXX5GTyz
X10X5XX1:GTy;
X10XsGT1oX;GTy2
X10XsGT19X11GTy1z
X;0X11 XeX7G T2
X10X11X4GTy
X10X11GT10X7GTi2
X10X11GT1oGTyz

(x)



XiX6Xa
XiXoGTha
XaXeXoXs
XiXeX11Xs
XiGTX7X:Xo
XiGT i X XsXy
XiXeX5GTo2

Xi XX, GTy
XiGTuXsGT Xy
XiGT X GT X
X XsXaX;

XX XoXs
Xi0XsXaX;

X1 XnXaXs
NaXsXoGTha

X XnXoGTy;
Xi0oXsXaoGTyz
XX XoGTy

N XsXeXoX;
NaXsXeXnXs

Ny XsGTuXoX5X
NNsGTuXnXs Xy
XX Ne N X

XX XeXs

X XnGTiXXs Xo
NXnGTuXs X
NioXsXo XN
XioXsXe XN
XuXsGTuXoX5 XNy
XioXsGT XXX
XioXnXeXoX;
XX XX
XpXnGTiX-X5 X
XX GTiXsX
Ny XaXeX;GThn

Xy XsXeXniGTyz

X XsGTuX-GThXy

XoXsGTuXGT Xy

XX XeX-GTiz
NXiNeGTiz

XXnGTiuXoGT Xy

XeXpuGTuGTiz Xo
X1XsXeXoGTha
X1oXsXeXiiGTrz

XpoXsGTX:GT 12Xy
XioXsGT X GTXo

XX XeXsGThz
X1oXuXeGTr2

XuwXnGTuXsGTizXy

X1XuGTuGTiXy

{xi)

Figure3: List matrix under
different conditions.

XiXaXs

X,X,G T2

X1 X6X,X;3
XXX Xs
XiXoX;Xo Xs
XaXoXsXoXp2
XX XX Xg
XX XaXoXi2
XX X5GTyz
XiXeX1GTrz

X, X7GT12XuX5
XiXoGT12XoXs2
XiX11GTXo Xg
XiXi1GT 12X X2
XXX

XX XoXs
NioXsXaX5

XX XaXs

XX XoGTy2
XaXnXaGTy
X]I)XSXzG'T]z
XX XzGTiz
XXX XoXs
XaXsXo XX
XXX XsXoXs
XX XoXaXoX12
XXX Xs Xo Xy
XXX Xs XoXaz
XXX XoX;

X XeXs
XX XaXeXs
X X X6X0X2
XX Xs X X
XX X5 XoXa2
KioXsXeXoX;5
XioXsXeX1:Xs
NioXsXoNNoXs
NiyoXsXoX; XoXp2
NioXsX 11X XoXs
NioXs X XoXoXo2
XX XeXsXs
XX XeX;

Nio X XsXo XXy
XX X2 XoXaXo
XioX11XsX5Xy
XioX1X12X3Xo
X.;X_a,\'ﬁX«,G'l'lz
XXX XnGTy:

X XXX GTaXo
XXX XoGT Xy
XX XsXnGTiXy
XuXsXi2X11GT12Xo
XiXuXeX7GTiz
XiXuXeGTrz

XX XsXoGT2Xs
XX Xi2X5GTiaXo
X X1 XsGT Xy
XX X12GT12Xo
X1 XsXeXsG Tz
X10XsXeX11GT12
XioXsXsXoGT12Xo
X1oXsX12X7GT1Xo
X1 XsXsX1GT 12X
X10XsX0X11GT12Xo
X10X11XeX7G T2
X1oX11XeGT12

X1 XnXsX7GT12Xo
XipX1:X12X7GT 12X
X10X1XsGT12Xo
XX X2GTiXsy

(xii)

XiXoX;
XiXoNoGTis
NiXeXoXs
XXX X5
XiXoXaXo X
XiXoXaXoXs2

XX XsXeXs

XX XsXoXs:
XX XoXoGTos
XiXeX11XoGTs
XiXoXsXoGTos
XiXoXoX2GTis
XX XoGTisXs
XX XoGT 13Xz
NiXXoX
NiXnXaXs
Xi1oXsXa X5

XX XaXs
XeXsXoXoGTis
XX XaXoGTos
XioXsXs XoGTs
XXXz XoGTs
XX XX

X XsXe X1 X5
XXX XXoXs
NXNaXoXaXoXn
XXX XsXoXs
XX NaNoX2
XX XeXoXs

XX XeXs

X X XoXsXoXs
XX XrXsXoXs
X X XXoXs

XX XsXoXn
XioXsXeXoN;
Xi1oXsXoX11Ns
XioXsX7XGX0Xs
NioXsXoX; XoXp2
XXX XaNoXs
N1 Xs XXX Xz
XXX Xo X5
NioXnXeXs

XX XsXoXsXo
Nio X1 X2 XXX
XX XeXsXy
X10X11X12X3X

N XsXeNoXoGTys
XiXsXeX11XoG T3
NoXsXsXoXoGTis
NoXaX2XoXoGTis
X Xe X1 XoGTas
XXX X1 XoG Ty
XX XeX7 XoGTys
XX Xs XoGTis
XX XsX7 XoGTrs
X.anXlzx-J XoGTia
XX Xs XoGTis
N XX XoGTis
NioXsXeXoXoG T3
XioXsXeXuXoGTis
XioXsXsXrXoGTis
X19X5X|23\7X9GT13
Ko XsXeX11XoG Ty
XXX X1 XoGTys
XX XeX7XoG T3
XX Ne XoGTy3
XX XeXXoGThs
XX X12XsXoGTis
X1oX1XsXoGT s
XX Xi2XoG Tz

(xiii)

XiXaXs

XiX: XsXo
XiXaXoXn

Xy XXXy

X XXX

X XXXy

X XoXoXiz

X XeXsXny
XoXaXoXs
XaXoXaXn

XX XsXuo

XaXa XiXan

Xi XaXuXaz
XaXaXe Xnn
XXeXauXn

X4 Xe XoXnn

XK XoXiiXnz

K XoXauXn
KoXpuXnXaz

Xy XX XaXs

X XXX X
KXoXe XoXst
XiXaXs XuXaa
XiXeX7XoXs

XX XoXoXiz
NoXeXuXoXs
XiXeXuXoXn
XiXoXeXoXu

XX XXXz

WX XoXs X

KX XoXeXnz
XXX Xo Xy

XX XsXoXn

XX XaXe X

o XaXoXa:Xaz
XaXaXuXeXuo
XaXsXoXuXu
XaXsXeXuwXn

KXo XX Xir
MaXXsXeXsr
XiXaXsXeXn
HpXXsXoXsXs

KX XX Ko X
KoaXoXs XXXy
XX XsXo Xy X
XXX XX

XX XeXoX o
KaXyXoXoXuXsz
XX XeXeXar
KaXaXsXuXn

X XXeXoXm

XX sXeXnoXn
KoXsX7 XXX
XX sXo X5 XsXaz
XoXXnXoXoXa
KX X XoXoXn
XX XXoXs
XuaXnXeXy

XX XXX Xs
KugXnXpXoXo Xs
XioXnXaXs Xo
KieXnXXs Xs
XXeXeXy XXy
NaXaXeXsz XsXur
X XeXuXeXa
KX NeXnXoXn
XXy XaXo

X XXX XoXia
XXX Xs XoXa
NeXs Xo XoXiz
XXsXgXy Xpy
X XXX XoXe
XgNsXp2NpXoXg
XXX Xu X2
NXnNeXoXoXs
X XprXeXoXoX oz
XXX XoXg
XX 11X XoXpz
XX XgXaXo
XX XX XoXn
XXX XoXoXs
XX XpXoXe
XX XXXz
XX X12XoXs
X10XsXeXoXoXs
XX sXeXsXoXaz
XXX X1 Xo Xy
XioXsX X1 XoX12
XsXo XgNoXin
XX sXsXoXoXiz
XX sX12XsXo Xy
XjoXsXipXoXo
NioXsXeXuXo
XioXsXeXuXoXuz
XXX 12X Xo Xy
XXsX1:XuXy
XyoXuXeXsXoXs
XX XeXoXoX12
XX XeXoXy
XioXnXs XoXiz
XX XsXqXy
XX XeXoXoX12
XX X1zX7XoXy
XX XpXoXe
XX XeXoXsz
XXX pXoXg

(xiv)

XHXDXB
XlaXhXSsXB
XlsXZ:X%XZ
X15X33X69X7
X1, X5, X6, X1y
X1, X7, X5, X9
XI,XT,XQ,XIZ
XIX8X9X11
X1:X0,X11,X12
X3 X3, Xy X5
).€.€P. ¥9. €7}
X0 X5 X5 X0
X2, X3, X10X11
X;, X4, X6, Xy
X5, X4, X10,X11
X45X8,X9,X11
X, X0 X131, X12
XS:X%XID 5X11
X99X103X119X12
X, X XXXy
X5, X4, X5 X9 X12
X5, X5, X5, X9,X10
X5, X5,Xo X10.Xi2
X3 X X5, X6, X7
X5.X5, XX X10
X X5 X7 ,X5.Xo
X X5, X7, X0 X12
X4, X5, X, X9 X11
X5, X7 X3 Xo X10

(xv)



s stepd replace the AND gate GT, of the list matrix in Figure 3(iv) by its input events
GTs and GTs, as indicated in Figure 3(v).

o step3 replace the OR gate GTs of the list matrix in Figure 3(v) by its input events X, and
X0, as indicated in Figure 3(vi).

¢ step6 replace the OR gate GT of the list matrix in Figure 3(vi) by its input events X5
and X, as indicated in Figure 3(vii).

¢ step7 replace the AND gate GT; of the list matrix in Figure 3(vii) by its input events
GTyg and GTy, as indicated in Figure 3(viii).

¢ step8 replace the OR gate GTs of the list matrix in Figure 3(viii) by its input events Xg
and GTy, as indicated in Figure 3(ix).

o step9 replace the OR gate GT, of the list matrix in Figure 3(ix) by its input events X
and X,;, as indicated in Figure 3(x).

o step10 replace the AND gate GT) of the list matrix in Figure 3(x) by its input events Xo
and GT;;, as indicated in Figure 3(xi).

stepl1 replace the OR gate GT;; of the list matrix in Figure 3(xi) by its input events Xz and
X2, as indicated in Figure 3(xii).

step12 replace the AND gate GT); of the list matrix in Figure 3(xii) by its input events X
and GT;3, as indicated in Figure 3(xiii).

step13 replace the OR gate GT); of the list matrix in Figure 3(xiii) by its input events Xg
and X,, as indicated in Figure 3(xiv).

As shown in the list matrix of Figure 3(xiv),the cut sets
-{Xl,X7,Xg,X9},{Xl,Xng,Xu},{X1X3X9X11},{X1,X9,X111X12},... events cut sets. As only its
occurrence will result in the occurrence of the top event, we eliminate cut sets

(X, X X7 Xs Xo}, (X1 X7.Xs Xo X2}, {X1. X6 X7 Xo X2} ,{X1 X6 Xs. X0 X11} 5

(X, X, X9 X11 X12},... from the list matrix of Figure 3(xiv), because the occurrence of this
cut set requires all events X;, Xe, X7,X3 and Xy to occur, Similarly for the list cut sets.
Consequently, the list matrix shown in Figure3 (xv) represents the minimal cut sets of the
fault tree given in Figure 2. The fault tree of the Figure 3 (xv) list matrix is shown in Figure
4 Now this fault tree can be used to obtain the quantitative measures of the top or

undesirable event.



Figured: A fault tree for the minimal cut sets of Figure3(xv).



[21,22] The minimal cut sets are {X;,Xz,Xs}, {X1:X2.Xs.Xo },{ X1, X5, X0, Xo}{ X1, X5 X, X7},
{ X0,X5,X6, X001 1o f X1,X7,X5,Xo0} 51 X X7 X0 X2} { XiXsXoXi1}{ X1:Xo X11,X12} 4 X0 X5, X X3 { X0 X5 Xy X11}s
£ X5, X5, X5 X0} { X2, X3, X10,X11}»{ X5, Xay X, X113 X X6 X0 X1} { XX Xo X1}, { X, Xo Xa1, X2} X, X0, X105 X115
{ XooX10,X11,X 12} 1X0X X5 XX}, { Xa, X4 X5, X0 X12}o{ X2 X5 X Xo.Xi0}>{ X2, X5X0 X0 X2} { X3, X X5 X X},
{ X5 X5 X6, X7, X031 X4 X5, X7 , X5 Xo}o{ X X5 X7 Xo X2}, § X X5 X5 X0 X114 X5 X7 X5, X0 X0}

Figure5: Series—parallel system structure



The Reliability of a series - parallel system is
Re=ITZ, (1 =TT, (1 = P;)) (D

R=R3R¢TRIR4R1pTRIR5R 11T RR¢RoRoRR 117R3RgR 12-RoR3R6R9TR2R6Rg
Riz -R3RgRoR12-RiRoR5R7R11-R1R3R4RoR 10-R1R3R5R9R 11-R1R4R5R 1gR -
RoR3R6 RgR12-RaR3R7R9R 1 1-RoRgR7R9R 11-RoRgRgR9R 12-R1Ry RyRgR9R -
RiRoR5R6R9R 11-R1RoR4R7R 10R 11-R1R3RRgR 10R 127 RoR3R6R7R9R 11-R 1 R3
RsRsR 1R 2 FRoR3R6RgR9R 15-RoR3R7R R 11R 12-RoRsR7RgR 1 1R 127 R 1R R 3
R4RsRoR (TR RR3RsRsRoR 117 R 1R R3RsR7R9R 11T R1RR4RsR7R 1R 11+
RiRsRsRR7R9R 1-RiRR4RgRsR 10R 157 RIR3R4IRsRoR 10R 11-R1RoR5R6Rg
Ry 1R RIR3R4RgRoR 10 R 1»FRIR3RsRsRoR 11 R 12RO R3R6R7RgR 1R 121R,
R;R7RsRoR 1R 2T7RoR6RRgR9  RiiR12-RiRoR3R5R6R7R9R 117 R1RR3R 4R
RsR0R 12T RIRoR3RR7R9R 1pR 11T R1RoR3RsReRgR 1R 12T R1R2Ry RsR¢Ry
RioR 11T RIR:R3R5R7RsR 1R 12 TR IR R4R6R7R9R 19R 117 R 1RoR4Rs - RgRgRyp
R»TRIRRsR6R/RgR 1R 12T R IR R sR6RgRg Rj1R12tR1R3R4RsRgR 1oR 1R 12-
RoR3ReR7RgRoR 1R 12-RiRs R3RyRsReRoRpR 11 -R1R2R3R4RsR7R9R 10R 11~
RiRoR3R4R¢R7R9R 10R 11-R1R2R3R4RgRgR9R 19R12-R 1 RoR3R5RsR7RgR 1R 12
-RiRoR4RsR6R7R9R 1R 11-R1R2R 3R 5sR6RgRoR 1R 121 R 1Ry R3R4R7RgR 10R 13
R12-RiRaR3RsR7RsRoR 1R 12T R 1R2R4RsR6R R 10R 11R 12T R 1 Ry RyRgR7RgR 1
R;1R12-RiRRsReR7RgRoR 11R 12-RiR3R4R5R3R9R 10R 11R 12T R1RoR3R4R5Rg
R7RgR10R11-RIR:R3RiRsRsRsR 10R 11R 12- K1 RoR3R4RsR7RgR 10R 1R 12-R 1Ry
R3R4R¢R7RsR 10R 1R 12T RIRoR3R sR6R7RgRoR 11R 12-R1RR4RsRgR7Rg Ry
R ;1R 12-RIRR3R4R7RRoR 1R 1R 12-R1RoR4RsR6R3RoR 10R 1R 12-R1RoR4 R
R;RsRoR 0R 1R 127 RIRR3R4RRRIRgR 10R 1 1R 15T R1R2R3R4RsR6Rg RgRyg
R11R 12+ R R2R3R4RsR7RgRoR 10R 11 R 12+ R 1R R3R (R R7RgR9R 10R11R 121R
RoRUR5RsR7RsRoR 1R 11R12-RiRoRsRGRsR6R7RgRoR 1oR 1R 12 (2)

If (R1,Ry,...,R|2) are independend identical, get the reliability polynomial.
R, =R*+5R*-R*-8R’-5R*+9R’+8R"® - 7R’-5R'*+5R;-R"? (3)



1V.Conclusions .

Many systems such as computer network, Nuclear power, electric power distribution, transportation, etc.
can be modeled as networks or into fault trees first. so engineers can validate and verify their designs and
evaluate system performance. Reliability is normally selected as one of the most important indices in many
real world systems. Most of network reliability evaluation methods are formulated in terms of MCs.
However, both the problems in locating all MCs and computing the network reliability in terms of the
known MCs are NP-hard. This study presented another way is A very easy and more efficient MOCUS
algorithm for finding all MCs between the source vertex and the sink vertex with time a complexity was
developed.
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