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Abstract. Consider a complex network whose components either work or fail, there 

probabilities are known. Our paper study two methods for the exact computation of the 

reliability network, the first one is a decomposition method which may be used even after the 

community can go through no further modular decomposition, is based on a partition the 

vertices of network into sets that can be analyzed them sequentially. This method involves 

choosing one component as a key and then calculate the reliability network twice the first when 

the key work and the other if the key failed. These two probabilities are then combined to 
obtain the reliability network. The second method is inclusion-exclusion method which is one 

of the earliest techniques to compute complex network reliability expressions using the 

probability laws. We get the same polynomial by using two methods. In both methods, we 

need to calculate all of the minimum paths so we calculated them by use the adjacency matrix. 

1. Introduction 

The history of the reliability subject goes returned around 1930 AD whilst probability 

concepts had been implemented to electric electricity technology related issues [1,2]. In 1947 

Cornell University carried out a reliability look at of over 100000 electronic tubes. There 

were several elements that led to the concern for reliability in product planning such as 

product complexity, the introduction of items related to reliability into planning 

specifications, competition, attention to cost effectiveness, and prior device errors [2, 3]. 

 The reliability is the probability that an object will carry out its assigned mission 

satisfactorily for the said time period whilst used below the required situations [1, 4]. Network 

reliability evaluation gets superb attention for the planning, effectiveness, Network reliability 

evaluation receives top notch interest for the planning, effectiveness, and safety of many real 

global networks, which include computer systems, communications, electrical circuits, plane, 

linear accelerators, and power networks [4, 5, 6]. The devices of a network are subject to 

random failures, as many groups and institutions become dependent upon networked 

computing packages. The failure of any component of a network may additionally at once 

have an effect on the operation of a network, for this reason the probability of every 

component of a network is a completely important whilst considering the reliability of a 

network [2, 7, 8].  
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2. Calculate the minimal path 

2.1. A minimal path  

A path is a sequence of a network components.  A minimal path is a path from which no component 

can be removed without disconnecting the link it creates between the begin vertex and the end vertex. 
A path is a set of components which, while working, connect the begin vertex with the end vertex 

through operating components, thereby guaranteeing that the network is an operating state [3, 7, 9]. 

2.2. Adjacency matrix   

Assume that any network has  𝑚   vertices. An adjacency matrix is  𝑚 × 𝑚  matrix that has factors 

that indicate whether or not pairs of vertices are adjacent or no longer within the network. The factors 

of an adjacency matrix are zero or one with zeros on its diagonal, denoted by  𝐴 [4,8,10]. 

          𝑣1 𝑣2 ⋯     𝑣𝑚  

𝐴 =

𝑣1

𝑣2

⋮

𝑣𝑚 [
 
 
 
 

0 𝑎12 ⋯ 𝑎1𝑚

𝑎21 0 ⋯ 𝑎2𝑚

⋮

𝑎𝑚1 𝑎𝑚2

⋱    ⋮

⋯ 0 ]
 
 
 
 

 

Where  𝑎𝑖𝑗  represent the component  𝑒𝑖𝑗  between two vertices  𝑣𝑖 and 𝑣𝑗 , if  𝑣𝑖 adjacent with 𝑣𝑗, then   

𝑎𝑖𝑗 = 𝑒𝑖𝑗  and when 𝑣𝑖 not adjacent with 𝑣𝑗 put  𝑎𝑖𝑗 = 0. 

2.3. Traversing through adjacency matrix  

Taking the adjacency matrix as the starting point, the method begins with scanning the first row 

corresponding to source vertex and collects the non-zeros entries in its all columns, signifying source 
vertices connectivity with other vertices, to form incomplete paths by appending each adjacent vertex 

as a separate path. Now, for each incomplete path, its last element is checked for whether it is terminal 

vertex [11, 12]. If so, then a path is found else every column corresponding to the row of last element 
(recently appended vertex in the list) in the incomplete path are checked for adjacent vertices. Each 

non-zero entry is appended in the incomplete path, if not already exiting to provide several other paths 

[13]. If no non-zero entry is found corresponding to the last entry in an incomplete path or a repeat of 

an element occurs, then that path is discarded whereas if the last entry is corresponding to the terminal 
vertex, it constitutes a path and is stored. This process is applied to all incomplete paths till there is no 

incomplete path remained [9, 14]. 

Now, apply the traversing through adjacency matrix method to the figure 1 

 

 {𝑣1, 𝑣2, 𝑣3, 𝑣4, 𝑣5}   
is the set of vertices.  

{𝑥1, 𝑥2, 𝑥3, 𝑥4, 𝑥5 , 𝑥6, 𝑥7}   
is the set of components. 

 

Figure 1. Complex network 
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𝑣1 𝑣2 𝑣3 𝑣4 𝑣5                               

An adjacency matrix is  𝐴 =

𝑣1

𝑣2

𝑣3
𝑣4

𝑣5 [
 
 
 
 
0
0
0

𝑥1

0
𝑥3

𝑥2 0 0
𝑥3 𝑥4 0
0 𝑥5 𝑥7

0 0 𝑥5 0 𝑥6

0 0 0 0 0 ]
 
 
 
 

 

Step 1. Taking the first vertex and compare it with the first row, we get the following incomplete 

paths: 𝑣1 → 𝑣2 and 𝑣1 → 𝑣3.(i.e. the source vertex 𝑣1 is connected with vertex 𝑣2 and 𝑣3 respectively. 

It has no direct adjacency to terminal vertex 𝑣5, entry being 0 (no first order path)). 

Step 2. Taking incomplete path 𝑣1 → 𝑣2 and scanning row 2, we get two incomplete paths  𝑣1 → 𝑣2 →
𝑣3 and 𝑣1 → 𝑣2 → 𝑣4 (no path has its last vertex entry 𝑣5 the terminal vertex).  

 Similarly taking incomplete path 𝑣1 → 𝑣3 and scanning row 3, we get also two incomplete paths 

 𝑣1 → 𝑣3 → 𝑣2 and 𝑣1 → 𝑣3 → 𝑣4 (no path has its last vertex entry 𝑣5 the terminal vertex). While we 

found one complete path 𝑃1: 𝑣1 → 𝑣3 → 𝑣5 has last entry 𝑣5.  
Step 3. Proceeding as in step 2 above and appending these incomplete paths one by one, we taking 

incomplete path 𝑣1 → 𝑣2 → 𝑣3 and scanning row 3, we get one incomplete path 𝑣1 → 𝑣2 → 𝑣3 →
𝑣4 and one complete path 𝑃2: 𝑣1 → 𝑣2 → 𝑣3 → 𝑣5 has last entry 𝑣5. Similarly, taking incomplete path 

𝑣1 → 𝑣2 → 𝑣4 and scanning row 4, we get one incomplete path 𝑣1 → 𝑣2 → 𝑣4 → 𝑣3 and one complete 

path 𝑃3: 𝑣1 → 𝑣2 → 𝑣4 → 𝑣5 has last entry 𝑣5. Now taking incomplete path 𝑣1 → 𝑣3 → 𝑣2 and 

scanning row 2 to get incomplete path 𝑣1 → 𝑣3 → 𝑣2 → 𝑣4. Taking incomplete path 𝑣1 → 𝑣3 → 𝑣4 

and scanning row 4, we found the complete path 𝑃4: 𝑣1 → 𝑣3 → 𝑣4 → 𝑣5 and taking incomplete 

path 𝑣1 → 𝑣2 → 𝑣3 → 𝑣4 and scanning row 4, we found the complete path 𝑃5: 𝑣1 → 𝑣2 → 𝑣3 → 𝑣4 →
𝑣5. Also taking incomplete path 𝑣1 → 𝑣2 → 𝑣4 → 𝑣3 and scanning row 3, we found the complete path 

𝑃6: 𝑣1 → 𝑣2 → 𝑣4 → 𝑣3 → 𝑣5. Finally, taking incomplete path 𝑣1 → 𝑣3 → 𝑣2 → 𝑣4 and scanning row 

4, we found the complete path 𝑃7: 𝑣1 → 𝑣3 → 𝑣2 → 𝑣4 → 𝑣5. 

Now we finish this procedure because there are no other incomplete paths. Therefore, there are seven 

minimal paths between two vertices 𝑣1 and 𝑣5 are generated from this procedure. Now we find the 

minimal paths from these paths by extracting the components between these paths: 

𝑃1: 𝑣1 → 𝑣3 → 𝑣5 ≡ {𝑥2𝑥7}, 𝑃2: 𝑣1 → 𝑣2 → 𝑣3 → 𝑣5 ≡ {𝑥1𝑥3𝑥7}, 
𝑃3: 𝑣1 → 𝑣2 → 𝑣4 → 𝑣5 ≡ {𝑥1𝑥4𝑥6}, 𝑃4: 𝑣1 → 𝑣3 → 𝑣4 → 𝑣5 ≡ {𝑥2𝑥5𝑥6}, 
𝑃5: 𝑣1 → 𝑣2 → 𝑣3 → 𝑣4 → 𝑣5 ≡ {𝑥1𝑥2𝑥3𝑥4𝑥5}, 𝑃6: 𝑣1 → 𝑣2 → 𝑣4 → 𝑣3 → 𝑣5 ≡ {𝑥1𝑥4𝑥5𝑥7} and 

𝑃7: 𝑣1 → 𝑣3 → 𝑣2 → 𝑣4 → 𝑣5 ≡ {𝑥2𝑥3𝑥4𝑥6}. 

3. The decomposition method 

The decomposition method is used to find the reliability of complex networks, which it is divided into 
two simple subnetworks by applying the conditional probability theory. Posteriorly, the network 

reliability is determined by summation the subnetworks reliability. 

The basis for the approach includes choosing the key component used to decompose a given network. 
The efficiency of the approach depends on the selection of this key component. The past experience 

usually plays an important role in its selection. 

The method starts with the assumption that the key component, say 𝑘, is replaced by another 

component that is 100% reliable or never fails and then it assumes the key component 𝑘  is completely 

removed from the network [5,7]. Thus, the total network reliability 𝑅𝑁 is expressed by 

                           𝑅𝑁 = ℙ(𝑁|𝑘)ℙ(𝑘) + ℙ(𝑁|𝑘̅)ℙ(𝑘̅)                                                                            (1) 

where ℙ(𝑘) is the probability of success or reliability of the key component 𝑘.  

ℙ(𝑘̅) is the failure probability or unreliability of  𝑘 (i. e ℙ(𝑘̅) = 1 − ℙ(𝑘)). 

This approach is demonstrated by find reliability of the network in figure 1  

If we choose 𝑥5 as a key, then the network reliability is given by  

                         𝑅𝑁 = ℙ(𝑁|𝑥5)ℙ(𝑥5) + ℙ(𝑁|𝑥5̅̅ ̅)ℙ(𝑥5̅̅ ̅)                                                                   (2) 
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When 𝑥5  works the network (𝑁|𝑥5) becomes as in figure 2  
 

 

Figure 2. Simple network (𝑁|𝑥5). 

The minimal paths of the simple network (𝑁|𝑥5) are  𝑃1
̅̅ ̅̅ = {𝑥1𝑥4},  𝑃2

̅̅ ̅̅ = {𝑥1𝑥3𝑥6}, 
𝑃3
̅̅ ̅ = {𝑥1𝑥3𝑥7}, 𝑃4 ̅̅̅̅ = {𝑥2𝑥6}, 𝑃5

̅̅ ̅ = {𝑥2𝑥7}, 𝑃6
̅̅ ̅ = {𝑥2𝑥3𝑥6} and 𝑃7

̅̅ ̅ = {𝑥2𝑥3𝑥7}. 
Hence, the conditional probability  ℙ(𝑁|𝑥5) is:  

ℙ(𝑁|𝑥5) = 1 − (1 − 𝑅1𝑅4)(1 − 𝑅1𝑅3𝑅6)(1 − 𝑅1𝑅3𝑅7)(1 − 𝑅2𝑅6)(1 − 𝑅2𝑅7) 

                                    (1 − 𝑅2𝑅3𝑅6)(1 − 𝑅2𝑅3𝑅7)                                                                             (3) 

If 𝑥5 fails, then the network (𝑁|𝑥5̅̅ ̅) becomes as in figure 3. 

 

Figure 3. Network (𝑁|𝑥5̅̅ ̅). 

The minimal paths of  a  network (𝑁|𝑥5̅̅ ̅) are  𝑃1
̿̿ ̿̿ = {𝑥1𝑥4𝑥6},  𝑃2

̿̿ ̿̿ = {𝑥1𝑥3𝑥7}, 𝑃3
̿̿ ̿ = {𝑥2𝑥7} and 

  𝑃4 ̿̿̿̿ = {𝑥2𝑥3𝑥4𝑥6}. So, the probability of  (𝑁|𝑥5̅̅ ̅) is  

         ℙ(𝑁|𝑥5̅̅ ̅) = 1 − (1 − 𝑅1𝑅4𝑅6)(1 − 𝑅1𝑅3𝑅7)(1 − 𝑅2𝑅7)(1 − 𝑅2𝑅3𝑅4𝑅6)                               (4) 

But we have  ℙ(𝑥5) = 𝑅5 and  ℙ(𝑥5̅̅ ̅) = 1 − 𝑅5                  
Therefore, the reliability of our network is giving by: 

  𝑅𝑁 = 𝑅5[(1 − 𝑅1𝑅4)(1 − 𝑅1𝑅3𝑅6)(1 − 𝑅1𝑅3𝑅7)(1 − 𝑅2𝑅6)(1 − 𝑅2𝑅7)(1 − 𝑅2𝑅3𝑅6) 

         (1 − 𝑅2𝑅3𝑅7)] + (1 − 𝑅5)[1 − (1 − 𝑅1𝑅4𝑅6)(1 − 𝑅1𝑅3𝑅7)(1 − 𝑅2𝑅7) 
                      (1 − 𝑅2𝑅3𝑅4𝑅6)]                                                                                                        (5) 

Note: If the component  𝑖 work, then 𝑅𝑖 = 1 and  𝑅𝑖 = 0 when the component  𝑖 failed ∀ 𝑖 = 1,⋯ ,7, 

these impels to 𝑅𝑖
𝑛 = 𝑅𝑖. 

By use the note above we get the polynomial  

𝑅𝑁 = 𝑅1𝑅2 + 𝑅6𝑅7 + 𝑅2𝑅3𝑅4 + 𝑅4𝑅5𝑅7 + 𝑅1𝑅3𝑅5𝑅7 + 𝑅2𝑅3𝑅5𝑅6 + 𝑅1𝑅2𝑅3𝑅4𝑅5𝑅6 

   +2𝑅1𝑅2𝑅3𝑅4𝑅5𝑅7 + 𝑅1𝑅2𝑅3𝑅4𝑅6𝑅7 + 2𝑅1𝑅2𝑅3𝑅5𝑅6𝑅7 + 𝑅1𝑅2𝑅4𝑅5𝑅6𝑅7  
     +𝑅1𝑅3𝑅4𝑅5𝑅6𝑅7 + 2𝑅2𝑅3𝑅4𝑅5𝑅6𝑅7 − 𝑅1𝑅2𝑅3𝑅4 − 𝑅1𝑅2𝑅6𝑅7 − 𝑅4𝑅5𝑅6𝑅7 

      −𝑅1𝑅2𝑅3𝑅5𝑅6 − 𝑅1𝑅2𝑅3𝑅5𝑅7 − 𝑅1𝑅2𝑅4𝑅5𝑅7 − 𝑅2𝑅3𝑅4𝑅5𝑅6 − 𝑅2𝑅3𝑅4𝑅5𝑅7 

             −𝑅1𝑅3𝑅5𝑅6𝑅7 − 𝑅2𝑅3𝑅4𝑅6𝑅7 − 𝑅1𝑅3𝑅4𝑅5𝑅7 − 𝑅2𝑅3𝑅5𝑅6𝑅7 − 3𝑅1𝑅2𝑅3𝑅4𝑅5𝑅6𝑅7 (6) 
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4. Inclusion-exclusion method     
The inclusion-exclusion method is one of the earliest techniques to compute complex network 

reliability expressions using the probability laws. For example, taking an example of two-terminal 

reliability measures for instance, the performance of all components in at least one minimal path set 
guarantees the success of the network [4,8]. Thus, if all minimal paths between the source and sink of 

a network are 𝑃1, 𝑃2,⋯ , 𝑃𝑛, then the reliability of this network is given by: 

                            𝑅𝑁 = ℙ(⋃ 𝑃𝑖
𝑛
𝑖=1 )                                                                                                        (7) 

The principle of inclusion–exclusion states that for finite sets 𝑃1, 𝑃2, ⋯ , 𝑃𝑛 is  

                           ⋃ 𝑃𝑖
𝑛
𝑖=1 = ∑ (−1)𝑘+1(∑ (𝑃𝑖1 ∩ 𝑃𝑖2 ∩ ⋯∩ 𝑃𝑖𝑘

)1≤𝑖1<⋯<𝑖𝑘≤𝑘 )𝑛
𝑘=1                                 (8) 

So,  

                         𝑅𝑁 = ℙ(∑ (−1)𝑘+1(∑ (𝑃𝑖1 ∩ 𝑃𝑖2 ∩ ⋯∩ 𝑃𝑖𝑘
)1≤𝑖1<⋯<𝑖𝑘≤𝑘 )𝑛

𝑘=1 )                                 (9) 

                          𝑅𝑁 = (∑ (−1)𝑘+1 (∑ ℙ(𝑃𝑖1 ∩ 𝑃𝑖2 ∩ ⋯∩ 𝑃𝑖𝑘
)1≤𝑖1<⋯<𝑖𝑘≤𝑘 )𝑛

𝑘=1 )                             (10) 

By assuming that  𝑃𝐼 = (𝑃𝑖1 ∩ 𝑃𝑖2 ∩ ⋯∩ 𝑃𝑖𝑘
) we get  

                          𝑅𝑁 = (∑ (−1)𝑘+1 (∑ ℙ(𝑃𝐼)𝐼⊆{1,𝑖1,⋯,𝑖𝑘,𝑘} )𝑛
𝑘=1 )                                                        (11) 

Now we going to find the reliability of our network in figure 1 with all minimal paths  

                          𝑅𝑁 = (∑ (−1)𝑘+1 (∑ ℙ(𝑃𝐼)𝐼⊆{1,2,⋯,7} )7
𝑘=1 )                                                            (12) 

ℙ1 = ℙ(𝑃1) + ℙ(𝑃2) + ℙ(𝑃3) + ℙ(𝑃4) + ℙ(𝑃5) + ℙ(𝑃6) + ℙ(𝑃7)  
ℙ1 = 𝑅2𝑅7 + 𝑅1𝑅3𝑅7 + 𝑅1𝑅4𝑅6 + 𝑅2𝑅5𝑅6 + 𝑅1𝑅2𝑅3𝑅4𝑅5 + 𝑅1𝑅4𝑅5𝑅7 + 𝑅2𝑅3𝑅4𝑅6 

ℙ2 = ℙ(𝑃1)ℙ(𝑃2) + ℙ(𝑃1)ℙ(𝑃3) + ℙ(𝑃1)ℙ(𝑃4) + ⋯+ ℙ(𝑃1)ℙ(𝑃7) + ℙ(𝑃2)ℙ(𝑃3) + ⋯
+ ℙ(𝑃6)ℙ(𝑃7) 

ℙ2 = 𝑅1𝑅2𝑅3𝑅7 + 𝑅1𝑅2𝑅4𝑅6𝑅7 + ⋯+ 𝑅1𝑅2𝑅3𝑅4𝑅5𝑅6𝑅7 

⋮  
ℙ7 = ℙ(𝑃1)ℙ(𝑃2)ℙ(𝑃3)ℙ(𝑃4)ℙ(𝑃5)ℙ(𝑃6)ℙ(𝑃7) 

ℙ7 = 𝑅1𝑅2𝑅3𝑅4𝑅5𝑅6𝑅7 

𝑅𝑁 = ℙ1 − ℙ2 + ℙ3 − ℙ4 + ℙ5 − ℙ6 + ℙ7 

𝑅𝑁 = 𝑅1𝑅2 + 𝑅6𝑅7 + 𝑅2𝑅3𝑅4 + 𝑅4𝑅5𝑅7 + 𝑅1𝑅3𝑅5𝑅7 + 𝑅2𝑅3𝑅5𝑅6 + 𝑅1𝑅2𝑅3𝑅4𝑅5𝑅6 

       +2𝑅1𝑅2𝑅3𝑅4𝑅5𝑅7 + 𝑅1𝑅2𝑅3𝑅4𝑅6𝑅7 + 2𝑅1𝑅2𝑅3𝑅5𝑅6𝑅7 + 𝑅1𝑅2𝑅4𝑅5𝑅6𝑅7  + 𝑅1𝑅3𝑅4𝑅5𝑅6𝑅7 

      +2𝑅2𝑅3𝑅4𝑅5𝑅6𝑅7 − 𝑅1𝑅2𝑅3𝑅4 − 𝑅1𝑅2𝑅6𝑅7 − 𝑅4𝑅5𝑅6𝑅7 − 𝑅1𝑅2𝑅3𝑅5𝑅6 − 𝑅1𝑅2𝑅3𝑅5𝑅7 

       −𝑅1𝑅2𝑅4𝑅5𝑅7 − 𝑅2𝑅3𝑅4𝑅5𝑅6 − 𝑅2𝑅3𝑅4𝑅5𝑅7 − 𝑅1𝑅3𝑅5𝑅6𝑅7 − 𝑅2𝑅3𝑅4𝑅6𝑅7 

      −𝑅1𝑅3𝑅4𝑅5𝑅7 − 𝑅2𝑅3𝑅5𝑅6𝑅7 − 3𝑅1𝑅2𝑅3𝑅4𝑅5𝑅6𝑅7   
Which is the same as equation (6). 

5.  Conclusions 
Two different methods are studied for calculating the reliability of the complex network, both of them 

based on the laws of probability and the reliability was calculated based on the set of minimal paths 

that were found by use the traversing through adjacency matrix method. The polynomial for complex 
network reliability were the same using both methods and this indicates that our results were correct 

and that the two methods can be relied upon to calculate the reliability of complex networks. 

 
 

 

 

 
 

 



2nd International Virtual Conference on Pure Science (2IVCPS 2021)
Journal of Physics: Conference Series 1999 (2021) 012083

IOP Publishing
doi:10.1088/1742-6596/1999/1/012083

6

 
 
 
 
 
 

 
 

References 
 

[1]   Abraham, J. A., (1979), An improved algorithm for network reliability, IEEE, Transactions on 

Reliability, R-28: pp. 58-61. 
[2]   Ali Mutair Attia, Nada Sabah Karam, (2021), The New Weibull Pareto Distribution Stress 

Strength Reliability, Al-Qadisiyah Journal of Pure Science, Vol 26 No 2.  

[3]   Chaturvedi, Sanjay Kumar, 2016, Network reliability: measures and evaluation, John Wiley & 
Sons. 

[4]   Dwail H H and Shiker M A K 2020 Using a trust region method with nonmonotone technique to 

solve unrestricted optimization problem, J. Phys.: Conf. Ser. 1664 012128. 

[5]   Dwail H H and Shiker M A K 2020 Reducing the time that TRM requires to solve systems of 
nonlinear equations, IOP Conf. Ser.: Mater. Sci. Eng. 928 042043. 

[6]   Dhillon, B. S. (1999). Design reliability: fundamentals and applications. CRC press. 

[7]   Ghazi Abdullah and Zahir Abdul Haddi Hassan, 2021, A Comparison Between Genetic 
Algorithm and Practical Swarm to Investigate the Reliability Allocation of Complex Network, 

J. Phys.: Conf. Ser. 1818 012163 10.1088/1742-6596/1818/1/012163 

[8]   Ghazi Abdullah and Zahir Abdul Haddi Hassan, 2020, Using of particle swarm optimization 

(PSO) to addressed reliability allocation of complex network, J. Phys.: Conf. Ser. 1664 012125 
10.1088/1742-6596/1664/1/012125  

[9]   Ghazi Abdullah and Zahir Abdul Haddi Hassan, 2020, Using of Genetic Algorithm to Evaluate 

Reliability Allocation and Optimization of Complex Network, IOP Conf. Ser.: Mater. Sci. Eng. 
928 0420333 10.1088/1757-899x/928/4/042033.   

[10]   Hassan, Z. A. H. and Mutar, E. K., (2017), Geometry of reliability models of electrical system 

used inside spacecraft, 2017 Second Al-Sadiq International Conference on Multidisciplinary in 
IT and Communication Science and Applications (AIC-MITCSA), pp. 301-306. 

[11]   Hassan, Z. A. H. and Balan, V., (2017), Fuzzy T-map estimates of complex circuit reliability, 

International Conference on Current Research in Computer Science and Information 

Technology (ICCIT-2017), IEEE, Special issue, pp.136-139,  
[12]   Hassan, Z. A. H. and Balan, V. (2015), Reliability extrema of a complex circuit on bi-variate 

slice classes, Karbala International Journal of Modern Science, vol. 1, no. 1, pp. 1-8.  

[13]  Hassan, Z. A. H., Udriste, C. and Balan, V., (2016), Geometric properties of reliability 
polynomials, U.P.B. Sci. Bull., vol. 78, no. 1, pp. 3-12.  

[14]   Hashim K H and Shiker M A K 2021 Using a new line search method with gradient direction to 

solve nonlinear systems of equations, J. Phys.: Conf. Ser. 1804 012106. 
[15]   Mahdi M M and Shiker M A K 2020 A New Class of Three-Term Double Projection Approach 

for Solving Nonlinear Monotone Equations, J. Phys.: Conf. Ser. 1664 012147. 

 [16]   Saad Abbas Abed et al, 2019, Reliability Allocation and Optimization for (ROSS) of a 

Spacecraft by using Genetic Algorithm, J. Phys.: Conf. Ser. 1294 032034 10.1088/1742-
6596/1294/3/032034 

[17]   Samad, M.A., (1987), An efficient algorithm for simultaneously deducing minimal paths as well 

as cuts of a communication network, Microelectronics Reliability.  
 [18]   Sarah Adnan, Nada Sabah Karam, 2021, Gompertz Fréchet Strength of a component between 

two stresses Reliability Estimation , Al-Qadisiyah Journal of Pure Science: Vol 26 No 2. 

[19]   Wasi H A and Shiker M A K 2020 A new hybrid CGM for unconstrained optimization 

problems, J. Phys.: Conf. Ser. 1664 012077. 
[20]     Wasi H A and Shiker M A K 2021 A modified of FR method to solve unconstrained 

optimization, J. Phys.: Conf. Ser. 1804 012023. 

 
  

http://www.qu.edu.iq/journalsc/index.php/JOPS/article/view/1257
http://www.qu.edu.iq/journalsc/index.php/JOPS/article/view/1257
http://www.qu.edu.iq/journalsc/index.php/JOPS/issue/view/98

