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Applications of Partial Derivatives 

1. Jacobian and Hessian Matrices:  

The Jacobian Matrix is a matrix composed of the first-order partial derivatives of a 

multivariable function 𝑓(𝑥, 𝑦) = (𝑢(𝑥, 𝑦), 𝑣(𝑥, 𝑦)). The formula for the Jacobian 

matrix is the following: 

𝙹 = [
𝑢𝑥 𝑢𝑦

𝑣𝑥 𝑣𝑦
] 

The determinant of Jacobian matrix is denoted by |𝙹| = 𝑢𝑥𝑣𝑦 − 𝑣𝑥𝑢𝑦 

Example 1: Let 𝑢 = 𝑥2 − 𝑦2, 𝑣 = 2𝑥𝑦. Find Jacobian matrix and its determinant.  
                   

                      𝑢𝑥 = 2𝑥, 𝑢𝑦 = −2𝑦, 𝑣𝑥 = 2𝑦 and 𝑣𝑦 = 2𝑥 

                     𝙹 = [
2𝑥 −2𝑦
2𝑦 2𝑥

] 

                     |𝙹| = 2𝑥 × 2𝑥 − 2𝑦 × (−2𝑦) = 4𝑥2 + 4𝑦2 

The Jacobian matrix of the function with 3 variables 𝑓(𝑥, 𝑦, 𝑧) = (𝑢, 𝑣, 𝑤) 

                                       𝙹 = [

𝑢𝑥 𝑢𝑦 𝑢𝑧

𝑣𝑥 𝑣𝑦 𝑣𝑧

𝑤𝑥 𝑤𝑦 𝑤𝑧

] 

Example 2: Let 𝑢 = 𝑥2𝑦, 𝑣 = 𝑦2𝑧,   𝑤 = 𝑥𝑧2. Find Jacobian matrix and its determinant 

at the point (1,1,1).  

                      𝙹 = [
2𝑥𝑦 𝑥2 0

0 2𝑦𝑧 𝑦2

𝑧2 0 2𝑥𝑧

] = [
2 1 0
0 2 1
1 0 1

] 

                      |𝙹| = |
2 1 0
0 2 1
1 0 1

|
2 1
0 2
1 0

 

                 = 2 × 2 × 2 + 1 × 1 × 1 + 0 × 0 × 0 − (1 × 2 × 0 + 0 × 1 × 2 + 2 × 0 × 1) 

                 = 9 
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The second-order partial derivatives of the function 𝑓(𝑥, 𝑦) can be arranged as a matrix 

called the Hessian Matrix, denoted by 𝐻(𝑓): 

𝐻(𝑓) = [
𝑓𝑥𝑥 𝑓𝑥𝑦

𝑓𝑦𝑥 𝑓𝑦𝑦
] 

The determinant of Hessian matrix is denoted by |𝐻(𝑓)| = 𝑓𝑥𝑥𝑓𝑦𝑦 − 𝑓𝑥𝑦𝑓𝑦𝑥 

Example 3: Find Hessian matrix and its determinant at the point (1,0).  

                        for the function 𝑓(𝑥, 𝑦) = (𝑥2 + 𝑦2)2 2⁄  

𝑓𝑥 = 2𝑥(𝑥2 + 𝑦2)  ⇰      𝑓𝑥𝑥 = 2𝑥 × 2𝑥 + 2(𝑥2 + 𝑦2) = 6𝑥2 + 2𝑦2      ⇰ 𝑓𝑥𝑥|(1,0) = 6 

𝑓𝑦 = 2𝑦(𝑥2 + 𝑦2)  ⇰     𝑓𝑦𝑦 = 2𝑦 × 2𝑦 + 2(𝑥2 + 𝑦2) = 2𝑥2 + 6𝑦2      ⇰ 𝑓𝑦𝑦|
(1,0)

= 2 

𝑓𝑥𝑦 = 𝑓𝑦𝑥 = 2𝑦 × 2𝑥 = 4𝑥𝑦                                                                            ⇰      𝑓𝑥𝑦|
(1,0)

= 0 

𝐻(𝑓) = [
𝑓𝑥𝑥 𝑓𝑥𝑦

𝑓𝑦𝑥 𝑓𝑦𝑦
] = [

6 0
0 2

]     ⇰     |𝐻(𝑓)| = |
6 0
0 2

| = 12 

The Hessian matrix of the function with 3 variables 𝑓(𝑥, 𝑦, 𝑧) 

                                       𝐻(𝑓) = [

𝑓𝑥𝑥 𝑓𝑥𝑦 𝑓𝑥𝑧

𝑓𝑦𝑥 𝑓𝑦𝑦 𝑓𝑦𝑧

𝑓𝑧𝑥 𝑓𝑧𝑦 𝑓𝑧𝑧

] 

Example 4: Let 𝑓(𝑥, 𝑦, 𝑧) = 𝑥2𝑒𝑦 + 𝑥𝑧2. Find Hessian matrix and its determinant at the 

point (1,0,2). 

𝑓𝑥 = 2𝑥𝑒𝑦 + 𝑧2           ⇰      𝑓𝑥𝑥 = 2𝑒𝑦                        ⇰      𝑓𝑥𝑥|(1,0,1) = 2  

 𝑓𝑥 = 2𝑥𝑒𝑦 + 𝑧2          ⇰      𝑓𝑥𝑦 = 2𝑥𝑒𝑦                    ⇰      𝑓𝑥𝑦|
(1,0,1)

= 2 

𝑓𝑥 = 2𝑥𝑒𝑦 + 𝑧2          ⇰      𝑓𝑥𝑧 = 2𝑧                           ⇰      𝑓𝑥𝑧|(1,0,1) = 4 

𝑓𝑦 = 𝑥2𝑒𝑦                    ⇰     𝑓𝑦𝑥 = 2𝑥𝑒𝑦                      ⇰      𝑓𝑦𝑦|
(1,0,1)

= 2 

𝑓𝑦 = 𝑥2𝑒𝑦                    ⇰     𝑓𝑦𝑦 = 𝑥2𝑒𝑦                      ⇰      𝑓𝑦𝑦|
(1,0,1)

= 1 

𝑓𝑦 = 𝑥2𝑒𝑦                    ⇰     𝑓𝑦𝑧 = 0                              ⇰      𝑓𝑦𝑧|
(1,0,1)

= 0 

𝑓𝑧 = 2𝑥𝑧                       ⇰     𝑓𝑧𝑥 = 2𝑧                           ⇰      𝑓𝑧𝑥|(1,0,1) = 2 
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𝑓𝑧 = 2𝑥𝑧                       ⇰     𝑓𝑧𝑦 = 0                             ⇰      𝑓𝑧𝑦|
(1,0,1)

= 0 

𝑓𝑧 = 2𝑥𝑧                       ⇰     𝑓𝑧𝑧 = 2𝑥                           ⇰      𝑓𝑧𝑧|(1,0,1) = 2 

𝐻(𝑓) = [
2 2 4
2 1 0
2 0 2

] 

|𝐻(𝑓)| = |
2 2 4
2 1 0
2 0 2

|
2 2
2 1
2 0

 

             = 2 × 1 × 2 + 2 × 0 × 2 + 4 × 2 × 0 − (2 × 1 × 4 + 0 × 0 × 2 + 2 × 2 × 2) 

             = 4 − (8 − 8) = −12 

 

2. Gradient and Laplace Operator of a Scalar Field  

a point in space and assign a number to it, for  is a function that takesA scalar field  

 𝑓(𝑥, 𝑦, 𝑧) = 𝑥2 + cos 2𝑦 + ln(2𝑧 + 1)example   

𝑓(1, 𝜋 6⁄ , 0) = 1 + cos(𝜋 3⁄ ) + ln 1 = 1 + (1 2⁄ ) + 0 = 3 2⁄  

 

The Gradient of a scalar field 𝑓(𝑥, 𝑦, 𝑧) is a vector field denoted by   ∇𝑓 and it is 

defined as:   ∇𝑓 = 𝑓𝑥  𝑖 + 𝑓𝑦 𝑗 + 𝑓𝑧 𝑘  

𝑓(𝑥, 𝑦, 𝑧) = 2𝑥2 sin 𝑦 − 𝑥𝑦 tan 𝑧of     ∇𝑓Find   :5Example  

             𝑓𝑥 = 4𝑥 sin 𝑦 − 𝑦 tan 𝑧,   𝑓𝑦 = 2𝑥2 cos 𝑦 − 𝑥 tan 𝑧  and  𝑓𝑧 = −𝑥𝑦 sec2 𝑧 

             ∇𝑓 = (4𝑥 sin 𝑦 − 𝑦 tan 𝑧) 𝑖 + (2𝑥2 cos 𝑦 − 𝑥 tan 𝑧) 𝑗 − 𝑥𝑦 sec2 𝑧  𝑘             

and it is Laplace operator is called  ∇2The differential operator  : peratorOLaplace 

∇2𝑓 = 𝑓𝑥𝑥 + 𝑓𝑦𝑦 + 𝑓𝑧𝑧:   defined as 

 𝑓(𝑥, 𝑦, 𝑧) = 𝑥3𝑒𝑦 + 𝑥𝑦2𝑧3  orf ∇2𝑓and  ∇𝑓Find   :6Example  

𝑓𝑥 = 3𝑥2𝑒𝑦 + 𝑦2𝑧3      ⇰    𝑓𝑥𝑥 = 6𝑥𝑒𝑦               

𝑓𝑦 = 𝑥3𝑒𝑦 + 2𝑥𝑦𝑧3      ⇰    𝑓𝑦𝑦 = 𝑥3𝑒𝑦 + 2𝑥𝑧3 

𝑓𝑧 = 3𝑥𝑦2𝑧2                   ⇰      𝑓𝑧𝑧 = 6𝑥𝑦2𝑧          

∇𝑓 = 𝑓𝑥  𝑖 + 𝑓𝑦 𝑗 + 𝑓𝑧 𝑘 = (3𝑥2𝑒𝑦 + 𝑦2𝑧3) 𝑖 + (𝑥3𝑒𝑦 + 2𝑥𝑦𝑧3) 𝑗 + 3𝑥𝑦2𝑧2 𝑘 

      ∇2𝑓 = 𝑓𝑥𝑥 + 𝑓𝑦𝑦 + 𝑓𝑧𝑧 = 6𝑥𝑒𝑦 + 𝑥3𝑒𝑦 + 2𝑥𝑧3 + 6𝑥𝑦2𝑧          
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3. Divergence and the Curl of a Vector Field 

The Divergence of a vector field  𝐹(𝑥, 𝑦, 𝑧) = 𝐹1(𝑥, 𝑦, 𝑧)𝑖 + 𝐹2(𝑥, 𝑦, 𝑧)𝑗 + 𝐹3(𝑥, 𝑦, 𝑧)𝑘   

:is computed as 

𝑑𝑖𝑣 𝐹 = ∇. 𝐹 =
𝜕𝐹1

𝜕𝑥
+

𝜕𝐹2

𝜕𝑦
+

𝜕𝐹3

𝜕𝑧
 

 

Example 7: Find 𝑑𝑖𝑣 𝐹 if 𝐹(𝑥, 𝑦, 𝑧) = 𝑥𝑧𝑖 + 𝑒𝑦𝑧𝑗 − ln(𝑥𝑦) 𝑘  

𝑑𝑖𝑣 𝐹 = ∇. 𝐹 =
𝜕(𝑥𝑧)

𝜕𝑥
+

𝜕(𝑒𝑦𝑧)

𝜕𝑦
−

𝜕(ln(𝑥𝑦))

𝜕𝑧
= 𝑧 + 𝑧𝑒𝑦𝑧          

  𝐹(𝑥, 𝑦, 𝑧) = 𝐹1(𝑥, 𝑦, 𝑧)𝑖 + 𝐹2(𝑥, 𝑦, 𝑧)𝑗 + 𝐹3(𝑥, 𝑦, 𝑧)𝑘vector field of a The Curl 

it is another vector defined as the following determinant:  

𝑐𝑢𝑟𝑙 𝐹 = ∇ × 𝐹 = || 

𝑖 𝑗 𝑘
𝜕

𝜕𝑥

𝜕

𝜕𝑦

𝜕

𝜕𝑧
 

𝐹1 𝐹2 𝐹3

|| = (
𝜕𝐹3

𝜕𝑦
−

𝜕𝐹2

𝜕𝑧
) 𝑖 − (

𝜕𝐹3

𝜕𝑥
−

𝜕𝐹1

𝜕𝑧
) 𝑗 + (

𝜕𝐹2

𝜕𝑥
−

𝜕𝐹1

𝜕𝑦
) 𝑘 

Example 8: Find 𝑐𝑢𝑟𝑙 𝐹 if 𝐹(𝑥, 𝑦, 𝑧) = 𝑥𝑦𝑖 + 𝑦𝑧𝑗 + 𝑥𝑧𝑘 at  (−1, −3, −2) 

 

𝑐𝑢𝑟𝑙 𝐹 = ∇ × 𝐹 = | 

𝑖 𝑗 𝑘
𝜕

𝜕𝑥

𝜕

𝜕𝑦

𝜕

𝜕𝑧
 

𝑥𝑦 𝑦𝑧 𝑥𝑧

| 

                               = (
𝜕(𝑥𝑧)

𝜕𝑦
−

𝜕(𝑦𝑧)

𝜕𝑧
) 𝑖 − (

𝜕(𝑥𝑧)

𝜕𝑥
−

𝜕(𝑥𝑦)

𝜕𝑧
) 𝑗 + (

𝜕(𝑦𝑧)

𝜕𝑥
−

𝜕(𝑥𝑦)

𝜕𝑦
) 𝑘 

                               = −𝑦𝑖 − 𝑧𝑗 − 𝑥𝑘 

𝑐𝑢𝑟𝑙 𝐹 |
at (−1,−3,−2)

= 3𝑖 + 2𝑗 + 𝑘 
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1. Let 𝑢 = 𝑥 cos 𝑦 , 𝑣 = 𝑥 sin 𝑦. Find Jacobian matrix and its determinant at (1, 𝜋 4⁄ ). 

2. Let 𝑢 = 𝑥𝑒𝑦 , 𝑣 = 𝑦𝑒𝑧,   𝑤 = 𝑧𝑒𝑥. Find Jacobian matrix and its determinant. 

3. Find the determinant of the Hessian matrix for the functions 

    (𝑎)   𝑓(𝑥, 𝑦) = 𝑥2𝑦 + 𝑥𝑦2.                

    (𝑏)   𝑓(𝑥, 𝑦, 𝑧) = 𝑥2 sin(𝑦𝑧) 

4. If  𝑓(𝑥, 𝑦, 𝑧) = 𝑥3𝑦2𝑧, then find  

    (𝑎)     ∇𝑓      at     (−1,2, −2)              

    (𝑏)     ∇2𝑓  at     (1, −3,2)  

5.  If 𝐹(𝑥, 𝑦, 𝑧) = 𝑦𝑧𝑒𝑥𝑦𝑖 + 𝑥𝑧𝑒𝑥𝑦𝑗 + (𝑒𝑥𝑦 + 3 cos 3𝑧)𝑘, then find 

    (𝑎)     𝑑𝑖𝑣 𝐹  at     (0, √6, 𝜋 6⁄ )          

    (𝑏)    𝑐𝑢𝑟𝑙 𝐹      

 


