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5.1. Joint Distribution

Let X and Y be random variables on a sample space S with respective image sets
X§) = {ay o m) and  YS) = (14000, U}
We make the product set
K(S) X T(S) = {len, ), (21,90), ..., (i, )}

into & probability space by defining the probability of the ordered pair (z;y) to be
P(X=#, ¥ =y) which we write h(z;y). This function h on X(S)x Y(S), i.e. defined by
Wz, ) = P(X =2, Y =), is called the joint distribution or joint probability funetion of
X and Y and is usually given in the form of a table:

Y . g
¥ N }) Ym um
% Ry, 1) hizy, yo) e h(z, Yp) flxy)
zg h(xy, ;) k{3, yo) e h{xg, ¥m) flag)
Ty k(wﬂ' ?11) h(ww 'y2) e h(xm ym) f(xn)
Sum 7)) §(ys) . 9(ym)

The above functions f and ¢ are defined by
fle) = ;1 hzi,y) and g(y) = ‘2 hii, ;)

i.e. f(xi) is the sum of the entries in the ith row and g(y;) is the sum of the entries in the jth
column; they are called the marginal distributions and are, in fact, the (individual) distribu-
tions of X and Y respectively (Problem ¢jb.). The joint distribution h satisfies the

conditions .
(i) hzoy) =0 and (i) 3 D h,y) =1

i=1 j=1
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Now if X and Y are random variables with the above joint distribution (and respective
means ., and p.,), then the covariance of X and Y, denoted by Cov (X, Y), is defined by

Cov(X,Y) = g(ﬂ?i-px)(?{j—#y) bz, ) = E[(X - p)(Y — )]

or equivalently
Cov(X,Y) = gmiy,h(% ¥) = pry = BXY) = pgny
The correlation of X and Y, denoted by p(X, Y), is defined by

Ty Oy

X, Y) =

Example : A pair of fair dice is tossed, We obtain the finite equiprobable space S consisting
of the 36 ordered pairs of numbers between 1 and 6:

§ = {{1,1),(1,2), ..., (6,6)

Let X and ¥ be the random variables on S in Example 5.1, i.e, X assigns the maxi-
mum of the numbers and ¥ the sum of the numbers to each point of S. The joint
distribution of X and ¥ follows:
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2 1 3

2 lo| x| %0 foflofaojo|o0o|o|o]|=

2 2 i 5

2 2 P) 1 1

4 0 0 0 r % 3 TS 0 0 0 0 T

9 2 2 2 1 9

B 0 0 0 0 3% 38 36 36 38 0 0 36

2 2 9 9 ) 1 1

6 0 0 0 0 0 36 36 36 36 36 6 36
Suml L | 2214|358 |58 (43|22
Um i 3¢ | 3 | 36 | 36 | 36 | 36 | % | 3 | %8 | 3 | %

The above entry h(3,5) =§2§ comes from the fact that (3,2) and (2,8) are the
only points in S whose maximum number is 3 and whose sum is 5: hence

h@3,5) = P(X=3,Y=5) = P({32),(29)}) =
The other entries are obtained in a similar manner.
We compute the covariance and correlation of X and Y. First we compute E(XY):
EXY) = 3 xiY; h(z;, ¥j)
= 1e2v+ 2.8 2+ 2424 o0 4 6e120L

1282 _
B2 = g40
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By Example
oy = 2.4; hence
Cov (X,Y) = E(XY) — uxpy = 342 — (447)(T) = 29
Cov(X,Y) 2.9
and X,Y) = = =,
Y = =~ Gaeh -

Example 5.7:
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» #x =447 and py =7, and by Example 55, ox =14 and

Let X and Y, and X’ and Y’ be random variables with the following joint dis-

tributions:
X Y 4 10 Sum X' J 4 10 Sum
1 i i ) 1 0 ) 1
3 3 "
Sum 1 Sum ¥ 1}
Observe that X and X', and Y and Y’ have identical distributions:
% 1 3 Yi 4 10
fle) | 3| 3% 9w) | 4| 3
Distribution of X and X’ Distribution of ¥ and Y’

We show that Cov (X,Y) # Cov(X’,Y’) and hence p(X,Y) #p(X",Y’). We first

compute E(XY) and E(X'Y"):
E(XY) = 1¢4+1+1+10°% + 3444 +3°10+}
EX'Y) = 1°4'0+1-10'§+ 3-4-$+3-10'0

Since gbx = px' — 2 and By = by = T,

14
11

Cov(X,Y) = E(XY) = uxuy = 0 and Cov(X,Y) = EX'Y) = pgpy = -3
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5.2. Independent Random Variables

A finite number of random variables X,Y,...,Z on a sample space S are said to be
independent if

P(X::c;,Y:yj, ...,Z'-:Zk) = P(X::c.-)P(Y:y;)'--P(Z=zk)

for any values , 7 ...,2 In particular, X and ¥ are independent if

PX=1, Y=y) = PX=g)P(Y=y)

Now if X and ¥ have respective distributions f and g, and joint distribution h, then the above
equation can he written as
Mayy) = fle)oly)

In other words, X and ¥ are independent if each entry h(x:, ) is the product of its marginal
entries.

Example : Let X and Y be random variables with the following joint distribution:
Y
2 3 4 S
¥ um
.06 15 .09 .30
2 14 .35 21 .70
Sum .20 .50 .30

Thus the distributions of X and Y are as follows:

z 1 2 y 2 3 4
f(x) .30 .70 g(w) .20 .50 .30
Distribution of X Distribution of Y
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X and Y are independent random variables since each entry of the joint distribu-
tion can be obtained by multiplying its marginal entries; that is,

PX=z,Y=y) = PA=5)P(Y =y
for each 7 and each J.

Theorem : Let X and Y be independent random variables, Then:
(i) E(XY) = E(X)E(Y),
(ii) Var(X+7Y) = Var(X) + Var(Y),
(iii) Cov (X,Y) =0.
Part (ii) in the above theorem generalizes to the very important

Theorem : Let Xy, Xy, ..., X, be independent random variables. Then
Var(X; + - + Xo) = Var(Xy) + -+ + Var(Xi)

<Best Regards>



